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Observation of the random-to-correlated transition of the ionized-impurity distribution
in compensated semiconductors
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We discuss the broadening of ground state to bound excited-state transitions of shallow donors in strongly
compensated-type Ge(As, Ga in the presence of electric fields and their gradients, arising from randomly
distributed ionized impurities. Quantitative comparison of the experimentally obtained linewidths with Monte
Carlo simulation results makes possible a unique determination of the ionized-impurity distribution in the
samples. We present clear evidence for the random-to-correlated transition of the ionized-impurity distribution
as a function of the ionized-impurity concentration and of temperature.

DOI: 10.1103/PhysRevB.65.241201 PACS nuni§er71.55.Cn, 71.70.Ej, 78.30]j

Many-body Coulombic interactions between randomlythe Coulomb energy between impuritieSNL® «, wherex
distributed positive and negative charges play importants the dielectric constant. WithN,=2KNy where K
roles in a wide variety of physical systems. Such interactions=N,/Np is the compensation ratio defined fotype semi-
become important especially, when the charges are mobileonductors, the correlated distribution is expected for the
and redistribute themselves in order to minimize the totacondition®
Coulombic energy of the system. We have shown, recently KeT )3
that compensated semiconductors, e.g., germanium doped si- N,>2K BZ ) . (oh]
multaneously by hydrogenic donors and acceptors, serve as e
ideal systems for the investigation of many-body CoulombicThe correlated distribution of the ionized impurities has been
interactions between mobile iohd.et us consider a-type  confirmed for the condition given by E¢L) in p-type Ge in
semiconductor with the concentration of hydrogenic donorur previous study.

(Np), being twice of that of hydrogenic acceptorii); When the thermal energy becomes larger than the corre-
Np=2N,. At sufficiently low temperatures one half df,  lation energy, i.e., the left-hand side of E() is much

: - _NTt - _ smaller than the right-hand side, electrons are randomly dis-
LS p03|t|vetlykcharged %’:‘D ND)t bece_lruhse thgw bound elect:_ t(ibuted among donors, so that the ionized-impurity distribu-
rons are taken away by acceplors. 1hese become Negalivey, js completely random. The random distribution is pre-

charged after accepting electrom$,=N,). The remaining  ferred for lowerN, since, the larger distance between ions
half of Np binds electrons, so that their charge state is neuteads to weaker correlation. Larsen’s classic theory for the
tral (:Np=N2). This system is interesting because the ion-calculation of the linewidth assuming the random distribu-
ized donors D *) can modify their distribution with respect tion is valid for the rangé;®

to the fixed position of ionized acceptor/s()_via the trans- N,<0.7x 10 5a* 3, )

fer of electrons between neutrdd?) and ionized D*) do- . . ) . N

nors. Therefore, the distribution of the ionized donors can b&vherea* is the effective Bohr radius of donor impurities.
either random or correlated depending on the ionized- Itis, therefort_a,_ of great interest to ob;ervg the c_orrelated
impurity concentration and on the temperature. Probing th&® random transition of the ionized-impurity distribution as a
many-body Coulombic interactions in such systems can ba/nction of the ionized-impurity concentration and tempera-
performed simply by measuring the electric-field broadening{)ure' The experimental determination of the transition tem-

of neutral donor absorption lines by far-infrared spectros eﬁ:tures?r&(i)l\grsl utshéocgrsrtggtiitjentgr?e\r/g;i OJiJZE&?rrﬂgt'on
copy. As it will be demonstrated in this paper, the quantita gy- Y, d y

tive comparison of the donorsi2p.. hydrogenic absorption width of the Coulomb gapbecomes larger with increasing

i idths bet i t and Monte Carlo simulati ionized-impurity concentratiomN,. While, there have been
inewidins between experiment and honte t.arlo simuiatio any experiments to confirm the existence of the Coulomb
leads to an unambiguous determination of the ionized;

. . N i L i ~=Y09ap, there has been very little direct evidence for the random
impurity distribution as a function of the ionized-impurity gistribution of ionized impurities at low temperatures in

concentrationsi;=Np +N, =2N,) and of the temperature semiconductors. The present paper, describes the observation
(). of the random-to-correlated distribution transition of ionized

It has been expected theoretically that the ionizedimpurities as a function o, andT.
impurity distribution is correlated, when the available ther- Samples are cut from &zgrown, n-type Ge(As, Ga
mal energy is sufficiently smaller than the correlationsingle-crystal ingot. The concentrations of As and Ga vary as
energy’ Electrons distribute themselves among donors ina function of the position along the ingot growth direction
such a way so as to reduce the total Coulombic energy, i.edue to impurity segregation during the growth. We have ob-
an energy gap known as “Coulomb gap” appears at theained a series of samples from various positions of the ingot
Fermi level in the density of the states of the donor band.and determined the concentratiodg andN, of As and Ga,
The correlation energy is of the same order of magnitude agespectively, using variable-temperature Hall-effect measure-
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FIG. 2. An inset shows As donor absorption peaks recorded
FIG. 1. Experimentally determined free-carrier concentration vsat T=4 K with a sample having\, = 3.50% 103 cm3. The three
inverse absolute temperature. The curves are the best fits to thghsorption peaks correspond to the s-Apy(76 cmi Yy,
experimental data using E¢B). 1s-2p. (100 cn %), and 1s-3p. (106 cmi' ) transitions. The main
frame shows the enlargement of the-2p. (100 cnT 1) absorption
ments. Figure 1 shows the free-carrier concentratiua 1/T peak determined experimentallD), calculated assuming random
for nine selected samples measured in the van der Paw cofi=)) and correlated/) distributions of ionized impurities using the
figuration. To minimize the in-plane impurity concentration Monte Carlo method. Solid curves are the best fits to the experi-
inhomogeneity within each sample, distances between eletrental and calculated points assuming Lorentzian distributions.
tric contacts are chosen to be less than 4 mm. The data have
been fitted very well using standard semiconductor statisticBnct peaks correspond to excitations of bound electrons of

(solid curves in Fig. Lwith the relation: As in Ge from ground state tod, 2p.., and 3. excited
states, respectively. The main frame of Fig. 2, shows from
n(n+Ng) 1 bottom to top the enlargement of thes 10 2p. transition

Ncexp(—Ep/kgT), (3 peaks; the experimental resutipen circle Monte Carlo

(Np=Na—n) B . . . P= Vo .
simulation assuming random distribution of ionized impuri-
where 8=2 is the degeneracy factor for donobég is the  ties (open squargs and Monte Carlo simulation assuming
effective density of states in the conduction band, Bads  correlated distribution of impuritiesopen triangles The
the ionization energy of the donors. After we obtdlg and  solid curves are Lorentzian fits to each set of data. In this
N, for each sample, we determine the ionized-impurity conpaper we focus on thesi2p. transition only because its

centrationN, as a function of temperature linewidth is broaden solely by the quadrupole interaction
among a number of electric-field broadening mechanisms
N;=n(T)+2N,. (4) such as linear- and second-order Stark effects and quadru-

. . ._pole interactions.
N;~2N, in the low-temperature carrier freeze-out region” e Monte Carlo linewidth simulation in the present pa-
sincen(T)<2N,. The error in the values ol and Ny

\ : . }Jer has been performed using a method similar to the one
det‘?rm'“ed by this method is expgcted to be less than 10°Eteveloped by LarsefEq. (25) of Ref. 5] for the electric-field
Typical values of the compensation rati& €£Ny/Np) is

- _broadening of the 4-2p peaks in GaAs. In order to better
~0.6 for all of the samples and their exact values along withyjmjate our Ge system, we introduce the effect of an anisot-
Np andNg4 are tabulated in our recent pupllcatl'fbfr.he iN- " ropy of a 2. wave function since, the strong anisotropy in
frared absorption spectra were recorded with BOMEM DA-8.qy,ction band of Ge has a large contribution to the broad-
Fourier-transform spectrometer. The signal-to-noise ratiqning \We calculated the anisotropic wave function accord-

was improved by coadding 100 to 720 spectra. A compositt;:ng to the method developed by FaulkAéfhe energy shift
silicon bolometer operating dt=4.2 K was used as a detec- 5 ¢ 1s-2p.. peak for Ge is described by

tor. The samples were cooled in the Oxford Optistat cryostat

and the sample temperature was monitored with a calibrated 5 JE, —

thermometer installed at the sample mount. A black- ~A=Na*’Ry*| —6.0319—~*10.5886/Tx+Tg |, (5

polyethylene film (34-um thickl was used in front of

samples to eliminate above band-gap radiation. where values ofE,/dz, T,, andTg are given in the unit of
The inset of Fig. 2 shows the absorption spectrum of &N, /&g, i.e., A has the same unit as RyJE,/dz, T,, and

sample having Np=3.03x10" cm 3, N,=1.75x10%  Tg are described by

cm 3, i.e., Nj=2N,=3.50<10cm 3. It has been re-

corded atT=4 K with a resolution of 0.026 ci' in the ﬂEZ__E &

— 3Z2—R?). 6
wave-number range between 70 and 110 tnThree dis- dz i soRiS( iR ©
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sition of an absorption centet, is the static dielectric con- 02
stant,g; is the charge of théth ion, andR;(X;,Y;,Z;) is the
distances between thi¢h ionized impurity and the absorp- 0.0, -~ — 14
. L . 1x10 2x10 3x10
tion center. The direction o axis corresponds to that of Tonized Impurity Concentration [cm’]
longitudinal direction of an ellipsoidal conduction band and onized fmpurity
E, is the Z component of the electric field. Equatigb) FIG. 3. Experimentally determined FWHHilled circles vs N,

expresses the contribution from only the quadrupole interacat T=4 K. The dashed line is the prediction based on a random
tion since the quadratic Stark effect is negligibly small in ourdistribution of ions while the solid line is the prediction based on a
set of samples. In order to find at one neutral impurity correlated distribution of ionized impurities at zero temperature.

center, 50 donors and 30 acceptors are randomly distributed
in the unit cell of the Monte Carlo calculation. 30 donors andthis

low N,

region. When N, is larger than 7.5

30 acceptors are ionized, while 20 donors remain electrically< 10" cm™3, the experimental data lie between the esti-
neutral. The compensation ratio 0(6:30/50 reflects our mates of random theory and correlated theory. This implies
experiment very well. The energy shift for a particular that the ionized-impurity distribution is somewhere between
configuration of donors and acceptors is calculated based digompletely random” and “completely correlated.” The
Eq. (5). We repeat this procedure for 30 000 times in order toMonte Carlo simulation for the correlated distribution shown
obtain the statistical distribution df, i.e., the linewidth for in Fig. 3 has been performed for=0 K. However, the mea-
random distribution of ionized impurities. For the case of thesurement was performed at the finite temperatdre 4 K)
correlated distribution of ionized impurities, a psuedogroundat which a certain degree of randomization of ionized impu-
state of the total Coulombic energy in the unit cell is ob-rities occurs due to the finite-thermal enetgyn this case,
tained by changing the distribution of ionized and neutralwe expect the linewidth to be between the prediction of
impurities. A pair of one neutral donor and one ionized donor‘completely random” and “completely correlated” assump-
is selected randomly and the change in the total Coulombitions. Figure 4 shows the comparison of the linewidths be-
energy of the whole cell is calculated as a result of the electweenT=4 and 10 K. As expected, the linewidths at 4 and
tron exchange within the selected pair. We accept the ned0 K for the “completely random” region N,<7.5
distribution of the ionized and neutral impurities, if the en- X 103 cm™3) are the same while that of 10 K is broader than
ergy is reduced due to the electron exchange within the paig K due to the larger degree of thermal randomization of the
and reject the new distribution if the energy is increasedionized-impurity distribution. The critical ionized-impurity
This trial is repeated for 3000 times in order to obtain theconcentration ,c), where the change of slope occurs in
pseudoground state of the correlated distribution of impuriFig. 4, shifts from 7.5%10%cm 3 at T=4K to 1.0
ties. The linewidth is then, calculated by repeating the <10 cm 3 atT=10 K. Leeet al. have shown for Si:B that
calculation for 30 000 different impurity configurations. the Coulomb gap smears out with increasing temperature due
Figure 3 shows full width at half maximutFWHM) vs  to increasing population of above gap stdte€ur observa-
N, at T=4 K. The experimental dafdilled circles are com- tion of the increasindN,c and FWHM aboveN,: with T is
pared with the theoretical linewidths assuming randomconsistent with what has been shown for Si:B. Figure 5

(dashed lingand correlatedsolid line) distributions of ion-
ized impurities. The intrinsic linewidth due to phonon life-
time broadeninfjfor Ge has been found experimentally to be
0.066 cm1?i.e., it is negligibly small compared to the line-
widths shown in Fig. 3. AlsdNp<1x 10 cm™2 for all of

the samples employed, i.e., the broadening due to overlap of
donor wave functiongconcentration broadeniindgs negli-
gible with respect to the amount of electric-field
broadening® Therefore, it is appropriate to compare the ex-
perimentally found FWHM directly to the calculation based
on the effect of the electric-field broadening only. The com-
parison between the experimental results and theoretical es-
timations leads us to very interesting conclusions. Excellent
agreement between experimentally determined FWHM and
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the random theory folN,<7.5x 10 cm 3, is clear evi- FIG. 4. Experimentally determined FWHM V¢, at T=4 (@)

dence for the random distribution of ionized impurities in and 10 K(A).
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The solid curve is the

ionized-impurity concentration calculated with E¢®). and(4). The

inset compares FWHM vs temperature of three samples havjng

=4.32x10" (A), 7.80x 10'° (W), and 2.26< 10 cm ™2 (V).

shows the temperature dependence of the FWHlI for a

sample havind\,=7.8x 10" cm™3, which is just above the

critical concentratiorN,c=7.5x 10" cm™2 for T=4 K. We

transition with increasing temperatures frdns 2 K. Figure

first gradual increase occurs between 5 and 11 K and the

second rapid increase takes place abdwel4 K. The sec-

donors as it matches with the incrementNyf (solid curve
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A=e’g;

/2/K3/2

C)

where g, is the density of states at the Fermi level of the

order

gO: KNDKrD/ez.

(10

ro=(3/47Np)*?is the distance between donors. Using Egs.
(9) and(10), A=0.31 meV has been obtained for the sample
havingN,=7.8x 10" cm 2 in Fig. 5. To first order, we ex-
pectT, to be of the same order ds i.e., T,~3.6 K is what,

we estimate based on theory. The experimentally found
gradual increase starts around 4 K, in very good agreement
with the theoretically estimate@.~ 3.6 K. The inset in Fig.

5, shows the temperature dependence of the FWHM for
samples well belowN,: and well aboveN,-. The width of

the bottom curve i, =4.3x 10** cm™ %) remains unchanged
because its width is determined solely by the random distri-
bution all the way up to 12 K. Above 12 K, the ionization of
FIG. 5. The main frame shows FWHM vs temperature for adonors takes place and the peak disappears very quickly, i.e.,
it was not possible to determine the widths in this high-
temperature region. The FWHM of the bottom curvg, (
=4.3x 10" cm™3) for the temperature range 2—12 K agrees
very well with the theoretical prediction of the random
theory (the dashed line in Fig.)3The FWHM of the top
curve in the inset ij,=2.26x 10" cm™3) for the tempera-
ture range shown is determined dominantly by the correlated
distribution, because the donor concentration is high enough
are interested in whether we observe random to correlatefdr the neighboring ionized impurities to interact with one
another. The FWHM increases with the increasing tempera-
5 shows clearly that the FWHM increases in two steps, theure because the partial randomization of the correlated dis-
tribution proceeds as was shown in Fig. 4.

Observation of the random-to-correlated transition of
ond increase af>14 K, is due to thermal ionization of ionized-impurity distributions as a function of temperature
has been claimed before by Baranovskii and co-workers for
calculated using Eq$3) and(4). The first gradual increase is GaAs®!* However, our analysis of their data, shows that
due to the transition of the ionized-impurity distribution from they observe increase of FWHM, due to ionization of donors
correlated to random, and the two plateaus in FWHNI at and not the transition. As one can see in the inset of Fig. 5, it
=2-5 andT=11-13 K represent characteristic FWHM for takes extreme fine tuning ®f; andN, in order to observe a
the two distributions. In order to support, our claim that weclear signature of the transition with two distinct plateaus
have observed the transition, we shall estimate the criticabelow the temperatures where ionization takes place. The
temperature T,) for the transition using the theory of Efros precise control of both donors and acceptors at the level of
and Shklovskii and compare the result directly with our ex-10"2 cm™2 has been the key for the successful observation of
perimental observation. The energy of the Coulomb gap random-to-correlated transition of the ionized-impurity dis-
for three dimensions is approximately

tribution in semiconductors.
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