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Observation of the random-to-correlated transition of the ionized-impurity distribution
in compensated semiconductors

Jiro Kato,1 Kohei M. Itoh,1 and Eugene E. Haller2

1Department of Applied Physics and Physico-Informatics, Keio University, Yokohama 223-8522, Japan
2UC Berkeley and Lawrence Berkeley National Labs, Berkeley, California 94720

~Received 6 June 2001; revised manuscript received 27 March 2002; published 28 May 2002!

We discuss the broadening of ground state to bound excited-state transitions of shallow donors in strongly
compensatedn-type Ge:~As, Ga! in the presence of electric fields and their gradients, arising from randomly
distributed ionized impurities. Quantitative comparison of the experimentally obtained linewidths with Monte
Carlo simulation results makes possible a unique determination of the ionized-impurity distribution in the
samples. We present clear evidence for the random-to-correlated transition of the ionized-impurity distribution
as a function of the ionized-impurity concentration and of temperature.
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Many-body Coulombic interactions between random
distributed positive and negative charges play import
roles in a wide variety of physical systems. Such interacti
become important especially, when the charges are mo
and redistribute themselves in order to minimize the to
Coulombic energy of the system. We have shown, rece
that compensated semiconductors, e.g., germanium dope
multaneously by hydrogenic donors and acceptors, serv
ideal systems for the investigation of many-body Coulom
interactions between mobile ions.1 Let us consider an-type
semiconductor with the concentration of hydrogenic don
(ND), being twice of that of hydrogenic acceptors (NA);
ND52NA . At sufficiently low temperatures one half ofND

is positively charged (12 ND5ND
1) because their bound elec

trons are taken away by acceptors. These become negat
charged after accepting electrons (NA5NA

2). The remaining
half of ND binds electrons, so that their charge state is n

tral ( 1
2 ND5ND

0 ). This system is interesting because the io
ized donors (D1) can modify their distribution with respec
to the fixed position of ionized acceptors (A2) via the trans-
fer of electrons between neutral (D0) and ionized (D1) do-
nors. Therefore, the distribution of the ionized donors can
either random or correlated depending on the ioniz
impurity concentration and on the temperature. Probing
many-body Coulombic interactions in such systems can
performed simply by measuring the electric-field broaden
of neutral donor absorption lines by far-infrared spectr
copy. As it will be demonstrated in this paper, the quant
tive comparison of the donor 1s-2p6 hydrogenic absorption
linewidths between experiment and Monte Carlo simulat
leads to an unambiguous determination of the ioniz
impurity distribution as a function of the ionized-impurit
concentrations (NI5ND

11NA
252NA) and of the temperature

~T!.
It has been expected theoretically that the ioniz

impurity distribution is correlated, when the available th
mal energy is sufficiently smaller than the correlati
energy.2 Electrons distribute themselves among donors
such a way so as to reduce the total Coulombic energy,
an energy gap known as ‘‘Coulomb gap’’ appears at
Fermi level in the density of the states of the donor ban3

The correlation energy is of the same order of magnitude
0163-1829/2002/65~24!/241201~4!/$20.00 65 2412
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the Coulomb energy between impurities,e2ND
1/3/k, wherek

is the dielectric constant. WithNI52KND where K
5NA /ND is the compensation ratio defined forn-type semi-
conductors, the correlated distribution is expected for
condition:2,3

NI@2KS kBTk

e2 D 3

. ~1!

The correlated distribution of the ionized impurities has be
confirmed for the condition given by Eq.~1! in p-type Ge in
our previous study.1

When the thermal energy becomes larger than the co
lation energy, i.e., the left-hand side of Eq.~1! is much
smaller than the right-hand side, electrons are randomly
tributed among donors, so that the ionized-impurity distrib
tion is completely random. The random distribution is pr
ferred for lowerNI since, the larger distance between io
leads to weaker correlation. Larsen’s classic theory for
calculation of the linewidth assuming the random distrib
tion is valid for the range,4,5

NI!0.731025a* 23, ~2!

wherea* is the effective Bohr radius of donor impurities.
It is, therefore, of great interest to observe the correla

to random transition of the ionized-impurity distribution as
function of the ionized-impurity concentration and tempe
ture. The experimental determination of the transition te
perature allows us to estimate the value of the correla
energy. Similarly, the correlation energy~or equivalently the
width of the Coulomb gap! becomes larger with increasin
ionized-impurity concentrationNI . While, there have been
many experiments to confirm the existence of the Coulo
gap, there has been very little direct evidence for the rand
distribution of ionized impurities at low temperatures
semiconductors. The present paper, describes the observ
of the random-to-correlated distribution transition of ioniz
impurities as a function ofNI andT.

Samples are cut from aCz-grown, n-type Ge:~As, Ga!
single-crystal ingot. The concentrations of As and Ga vary
a function of the position along the ingot growth directio
due to impurity segregation during the growth. We have o
tained a series of samples from various positions of the in
and determined the concentrationsND andNA of As and Ga,
respectively, using variable-temperature Hall-effect measu
©2002 The American Physical Society01-1
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ments. Figure 1 shows the free-carrier concentrationn vs 1/T
for nine selected samples measured in the van der Paw
figuration. To minimize the in-plane impurity concentratio
inhomogeneity within each sample, distances between e
tric contacts are chosen to be less than 4 mm. The data
been fitted very well using standard semiconductor statis
~solid curves in Fig. 1! with the relation:

n~n1NA!

~ND2NA2n!
5

1

b
NC exp~2ED /kBT!, ~3!

whereb52 is the degeneracy factor for donors,NC is the
effective density of states in the conduction band, andED is
the ionization energy of the donors. After we obtainND and
NA for each sample, we determine the ionized-impurity co
centrationNI as a function of temperature

NI5n~T!12NA . ~4!

NI'2NA in the low-temperature carrier freeze-out regi
since n(T)!2NA . The error in the values ofND and NA
determined by this method is expected to be less than 1
Typical values of the compensation ratio (K5NA /ND) is
;0.6 for all of the samples and their exact values along w
ND andNA are tabulated in our recent publication.6 The in-
frared absorption spectra were recorded with BOMEM DA
Fourier-transform spectrometer. The signal-to-noise ra
was improved by coadding 100 to 720 spectra. A compo
silicon bolometer operating atT54.2 K was used as a detec
tor. The samples were cooled in the Oxford Optistat cryo
and the sample temperature was monitored with a calibr
thermometer installed at the sample mount. A bla
polyethylene film ~34-mm thick! was used in front of
samples to eliminate above band-gap radiation.

The inset of Fig. 2 shows the absorption spectrum o
sample having ND53.0331013 cm23, NA51.7531013

cm23, i.e., NI'2NA53.5031013 cm23. It has been re-
corded atT54 K with a resolution of 0.026 cm21 in the
wave-number range between 70 and 110 cm21. Three dis-

FIG. 1. Experimentally determined free-carrier concentration
inverse absolute temperature. The curves are the best fits to
experimental data using Eq.~3!.
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tinct peaks correspond to excitations of bound electrons
As in Ge from ground state to 2p0 , 2p6 , and 3p6 excited
states, respectively. The main frame of Fig. 2, shows fr
bottom to top the enlargement of the 1s to 2p6 transition
peaks; the experimental result~open circles!, Monte Carlo
simulation assuming random distribution of ionized impu
ties ~open squares!, and Monte Carlo simulation assumin
correlated distribution of impurities~open triangles!. The
solid curves are Lorentzian fits to each set of data. In t
paper we focus on the 1s-2p6 transition only because its
linewidth is broaden solely by the quadrupole interacti
among a number of electric-field broadening mechanis
such as linear- and second-order Stark effects and qua
pole interactions.

The Monte Carlo linewidth simulation in the present p
per has been performed using a method similar to the
developed by Larsen@Eq. ~25! of Ref. 5# for the electric-field
broadening of the 1s-2p peaks in GaAs. In order to bette
simulate our Ge system, we introduce the effect of an ani
ropy of a 2p6 wave function since, the strong anisotropy
conduction band of Ge has a large contribution to the bro
ening. We calculated the anisotropic wave function acco
ing to the method developed by Faulkner.7 The energy shift
D of 1s-2p6 peak for Ge is described by

D5NIa* 3Ry* S 26.0319
]Ez

]z
610.5886ATA

21TB
2 D , ~5!

where values of]Ez /]z, TA , andTB are given in the unit of
eNI /«0 , i.e., D has the same unit as Ry* . ]Ez /]z, TA , and
TB are described by

]Ez

]z
52(

i

ei

«0Ri
5 ~3Zi

22Ri
2!. ~6!

s
the

FIG. 2. An inset shows As donor absorption peaks recor
at T54 K with a sample havingNI53.5031013 cm23. The three
absorption peaks correspond to the 1s-2p0(76 cm21),
1s-2p6(100 cm21), and 1s-3p6(106 cm21) transitions. The main
frame shows the enlargement of the 1s-2p6(100 cm21) absorption
peak determined experimentally~s!, calculated assuming random
~h! and correlated~n! distributions of ionized impurities using th
Monte Carlo method. Solid curves are the best fits to the exp
mental and calculated points assuming Lorentzian distributions
1-2
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TA5(
i

ei

«0Ri
5 ~Xi

22Yi
2!, ~7!

TB52(
i

ei

«0Ri
5 ~XiYi !. ~8!

An origin of the~X,Y,Z! coordinate is determined by the po
sition of an absorption center.«0 is the static dielectric con
stant,ei is the charge of thei th ion, andRi(Xi ,Yi ,Zi) is the
distances between thei th ionized impurity and the absorp
tion center. The direction ofZ axis corresponds to that o
longitudinal direction of an ellipsoidal conduction band a
Ez is the Z component of the electric field. Equation~5!
expresses the contribution from only the quadrupole inte
tion since the quadratic Stark effect is negligibly small in o
set of samples. In order to findD at one neutral impurity
center, 50 donors and 30 acceptors are randomly distrib
in the unit cell of the Monte Carlo calculation. 30 donors a
30 acceptors are ionized, while 20 donors remain electric
neutral. The compensation ratio 0.6~530/50! reflects our
experiment very well. The energy shiftD for a particular
configuration of donors and acceptors is calculated base
Eq. ~5!. We repeat this procedure for 30 000 times in order
obtain the statistical distribution ofD, i.e., the linewidth for
random distribution of ionized impurities. For the case of t
correlated distribution of ionized impurities, a psuedogrou
state of the total Coulombic energy in the unit cell is o
tained by changing the distribution of ionized and neut
impurities. A pair of one neutral donor and one ionized don
is selected randomly and the change in the total Coulom
energy of the whole cell is calculated as a result of the e
tron exchange within the selected pair. We accept the n
distribution of the ionized and neutral impurities, if the e
ergy is reduced due to the electron exchange within the p
and reject the new distribution if the energy is increas
This trial is repeated for 3000 times in order to obtain t
pseudoground state of the correlated distribution of imp
ties. The linewidth is then, calculated by repeating theD
calculation for 30 000 different impurity configurations.

Figure 3 shows full width at half maximum~FWHM! vs
NI at T54 K. The experimental data~filled circles! are com-
pared with the theoretical linewidths assuming rand
~dashed line! and correlated~solid line! distributions of ion-
ized impurities. The intrinsic linewidth due to phonon life
time broadening8 for Ge has been found experimentally to
0.066 cm21,9 i.e., it is negligibly small compared to the line
widths shown in Fig. 3. AlsoND,131015 cm23 for all of
the samples employed, i.e., the broadening due to overla
donor wave functions~concentration broadening! is negli-
gible with respect to the amount of electric-fie
broadening.10 Therefore, it is appropriate to compare the e
perimentally found FWHM directly to the calculation bas
on the effect of the electric-field broadening only. The co
parison between the experimental results and theoretica
timations leads us to very interesting conclusions. Excel
agreement between experimentally determined FWHM
the random theory forNI,7.531013 cm23, is clear evi-
dence for the random distribution of ionized impurities
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this low NI region. When NI is larger than 7.5
31013 cm23, the experimental data lie between the es
mates of random theory and correlated theory. This imp
that the ionized-impurity distribution is somewhere betwe
‘‘completely random’’ and ‘‘completely correlated.’’ The
Monte Carlo simulation for the correlated distribution show
in Fig. 3 has been performed forT50 K. However, the mea-
surement was performed at the finite temperature (T54 K)
at which a certain degree of randomization of ionized imp
rities occurs due to the finite-thermal energy.11 In this case,
we expect the linewidth to be between the prediction
‘‘completely random’’ and ‘‘completely correlated’’ assump
tions. Figure 4 shows the comparison of the linewidths
tweenT54 and 10 K. As expected, the linewidths at 4 a
10 K for the ‘‘completely random’’ region (NI,7.5
31013 cm23) are the same while that of 10 K is broader th
4 K due to the larger degree of thermal randomization of
ionized-impurity distribution. The critical ionized-impurity
concentration (NIC), where the change of slope occurs
Fig. 4, shifts from 7.531013 cm23 at T54 K to 1.0
31014 cm23 at T510 K. Leeet al.have shown for Si:B that
the Coulomb gap smears out with increasing temperature
to increasing population of above gap states.12 Our observa-
tion of the increasingNIC and FWHM aboveNIC with T is
consistent with what has been shown for Si:B. Figure

FIG. 3. Experimentally determined FWHM~filled circles! vs NI

at T54 K. The dashed line is the prediction based on a rand
distribution of ions while the solid line is the prediction based on
correlated distribution of ionized impurities at zero temperature

FIG. 4. Experimentally determined FWHM vsNI at T54 ~d!
and 10 K~m!.
1-3
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shows the temperature dependence of the FWHM~j! for a
sample havingNI57.831013 cm23, which is just above the
critical concentrationNIC57.531013 cm23 for T54 K. We
are interested in whether we observe random to correl
transition with increasing temperatures fromT52 K. Figure
5 shows clearly that the FWHM increases in two steps,
first gradual increase occurs betweenT55 and 11 K and the
second rapid increase takes place aboveT514 K. The sec-
ond increase atT.14 K, is due to thermal ionization o
donors as it matches with the increment ofNI ~solid curve!
calculated using Eqs.~3! and~4!. The first gradual increase i
due to the transition of the ionized-impurity distribution fro
correlated to random, and the two plateaus in FWHM aT
52 – 5 andT511– 13 K represent characteristic FWHM fo
the two distributions. In order to support, our claim that w
have observed the transition, we shall estimate the crit
temperature (Tc) for the transition using the theory of Efro
and Shklovskii and compare the result directly with our e
perimental observation. The energy of the Coulomb gapD
for three dimensions is approximately3

FIG. 5. The main frame shows FWHM vs temperature fo
sample havingNI57.8031013 cm23. The solid curve is the
ionized-impurity concentration calculated with Eqs.~3! and~4!. The
inset compares FWHM vs temperature of three samples havinNI

54.3231013 ~m!, 7.8031013 ~j!, and 2.2631014 cm23 ~.!.
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D5e3g0
1/2/k3/2, ~9!

whereg0 is the density of states at the Fermi level of t
order

g05KNDkr D /e2. ~10!

r D5(3/4pND)1/3 is the distance between donors. Using E
~9! and~10!, D50.31 meV has been obtained for the samp
havingNI57.831013 cm23 in Fig. 5. To first order, we ex-
pectTc to be of the same order asD, i.e.,Tc'3.6 K is what,
we estimate based on theory. The experimentally fou
gradual increase starts around 4 K, in very good agreem
with the theoretically estimatedTc'3.6 K. The inset in Fig.
5, shows the temperature dependence of the FWHM
samples well belowNIC and well aboveNIC . The width of
the bottom curve (NI54.331013 cm23) remains unchanged
because its width is determined solely by the random dis
bution all the way up to 12 K. Above 12 K, the ionization o
donors takes place and the peak disappears very quickly,
it was not possible to determine the widths in this hig
temperature region. The FWHM of the bottom curve (NI
54.331013 cm23) for the temperature range 2–12 K agre
very well with the theoretical prediction of the rando
theory ~the dashed line in Fig. 3!. The FWHM of the top
curve in the inset (NI52.2631014 cm23) for the tempera-
ture range shown is determined dominantly by the correla
distribution, because the donor concentration is high eno
for the neighboring ionized impurities to interact with on
another. The FWHM increases with the increasing tempe
ture because the partial randomization of the correlated
tribution proceeds as was shown in Fig. 4.

Observation of the random-to-correlated transition
ionized-impurity distributions as a function of temperatu
has been claimed before by Baranovskii and co-workers
GaAs.13,14 However, our analysis of their data, shows th
they observe increase of FWHM, due to ionization of don
and not the transition. As one can see in the inset of Fig. 5
takes extreme fine tuning ofND andNA in order to observe a
clear signature of the transition with two distinct platea
below the temperatures where ionization takes place.
precise control of both donors and acceptors at the leve
1013 cm23 has been the key for the successful observation
random-to-correlated transition of the ionized-impurity d
tribution in semiconductors.
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