
AIP Advances 10, 025206 (2020); https://doi.org/10.1063/1.5128716 10, 025206

© 2020 Author(s).

Construction and operation of a tabletop
system for nanoscale magnetometry with
single nitrogen-vacancy centers in diamond
Cite as: AIP Advances 10, 025206 (2020); https://doi.org/10.1063/1.5128716
Submitted: 21 September 2019 . Accepted: 16 January 2020 . Published Online: 05 February 2020

Daiki Misonou,  Kento Sasaki, Shuntaro Ishizu, Yasuaki Monnai, Kohei M. Itoh, and Eisuke Abe

COLLECTIONS

Paper published as part of the special topic on Chemical Physics, Energy, Fluids and Plasmas, Materials Science

and Mathematical Physics

ARTICLES YOU MAY BE INTERESTED IN

Broadband, large-area microwave antenna for optically detected magnetic resonance of
nitrogen-vacancy centers in diamond
Review of Scientific Instruments 87, 053904 (2016); https://doi.org/10.1063/1.4952418

Spin coherence and depths of single nitrogen-vacancy centers created by ion implantation
into diamond via screening masks
Journal of Applied Physics 127, 244502 (2020); https://doi.org/10.1063/5.0012187

Nanotesla sensitivity magnetic field sensing using a compact diamond nitrogen-vacancy
magnetometer
Applied Physics Letters 114, 231103 (2019); https://doi.org/10.1063/1.5095241

https://images.scitation.org/redirect.spark?MID=176720&plid=1398159&setID=389593&channelID=0&CID=495576&banID=520306874&PID=0&textadID=0&tc=1&type=tclick&mt=1&hc=f05ef15a5175d1c08460e8c921d0500cf5195224&location=
https://doi.org/10.1063/1.5128716
https://doi.org/10.1063/1.5128716
https://aip.scitation.org/author/Misonou%2C+Daiki
http://orcid.org/0000-0002-5880-2116
https://aip.scitation.org/author/Sasaki%2C+Kento
https://aip.scitation.org/author/Ishizu%2C+Shuntaro
https://aip.scitation.org/author/Monnai%2C+Yasuaki
https://aip.scitation.org/author/Itoh%2C+Kohei+M
https://aip.scitation.org/author/Abe%2C+Eisuke
/topic/special-collections/cp2019?SeriesKey=adv
/topic/special-collections/eng2019?SeriesKey=adv
/topic/special-collections/fp2019?SeriesKey=adv
/topic/special-collections/ms2019?SeriesKey=adv
/topic/special-collections/mp2019?SeriesKey=adv
https://doi.org/10.1063/1.5128716
https://aip.scitation.org/action/showCitFormats?type=show&doi=10.1063/1.5128716
http://crossmark.crossref.org/dialog/?doi=10.1063%2F1.5128716&domain=aip.scitation.org&date_stamp=2020-02-05
https://aip.scitation.org/doi/10.1063/1.4952418
https://aip.scitation.org/doi/10.1063/1.4952418
https://doi.org/10.1063/1.4952418
https://aip.scitation.org/doi/10.1063/5.0012187
https://aip.scitation.org/doi/10.1063/5.0012187
https://doi.org/10.1063/5.0012187
https://aip.scitation.org/doi/10.1063/1.5095241
https://aip.scitation.org/doi/10.1063/1.5095241
https://doi.org/10.1063/1.5095241


AIP Advances ARTICLE scitation.org/journal/adv

Construction and operation of a tabletop system
for nanoscale magnetometry with single
nitrogen-vacancy centers in diamond

Cite as: AIP Advances 10, 025206 (2020); doi: 10.1063/1.5128716
Submitted: 21 September 2019 • Accepted: 16 January 2020 •
Published Online: 5 February 2020

Daiki Misonou,1 Kento Sasaki,1 Shuntaro Ishizu,1 Yasuaki Monnai,1 Kohei M. Itoh,1,2,a) and Eisuke Abe1,3,b)

AFFILIATIONS
1School of Fundamental Science and Technology, Keio University, 3-14-1 Hiyoshi, Kohoku-ku, Yokohama 223-8522, Japan
2Center for Spintronics Research Network, Keio University, 3-14-1 Hiyoshi, Kohoku-ku, Yokohama 223-8522, Japan
3RIKEN Center for Emergent Matter Science, Wako, Saitama 351-0198, Japan

a)Electronic mail: kitoh@appi.keio.ac.jp
b)Author to whom correspondence should be addressed: eisuke.abe@riken.jp

ABSTRACT
A single nitrogen-vacancy (NV) center in diamond is a prime candidate for a solid-state quantum magnetometer capable of detecting single
nuclear spins with prospective application to nuclear magnetic resonance (NMR) at the nanoscale. Nonetheless, an NV magnetometer is
still less accessible to many chemists and biologists as its experimental setup and operational principle are starkly different from those of
conventional NMR. Here, we design, construct, and operate a compact tabletop-sized system for quantum sensing with a single NV center,
built primarily from commercially available optical components and electronics. We show that our setup can implement state-of-the-art
quantum sensing protocols that enable the detection of single 13C nuclear spins in diamond and the characterization of their interaction
parameters, as well as the detection of a small ensemble of proton nuclear spins on the diamond surface. This article provides extensive
discussions on the details of the setup and the experimental procedures, and our system will be reproducible by those who have not worked
on the NV centers previously.

© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5128716., s

I. INTRODUCTION

Quantum sensing aims to measure physical quantities such as
magnetic field (magnetometry), electric field (electrometry), temper-
ature (thermometry) with high sensitivity, and precision by exploit-
ing a controlled quantum system as a sensor.1 Its rapid growth as a
subfield of quantum technology owes in no small part to the neg-
atively charged nitrogen-vacancy (NV) center in diamond, which
is among the most promising platforms for a solid-state quantum
sensor,2–7 with a wide range of applications including nanoscale
magnetic resonance imaging (nanoMRI).8–16 In a diamond substrate
with sufficiently low NV defect density, a single isolated NV cen-
ter can be resolved optically, and its electronic spin can be initial-
ized by optical pumping and coherently manipulated by a series
of microwave pulses. The use of the single NV quantum sensor

significantly reduces the required volume of analyte for nuclear mag-
netic resonance (NMR), ultimately down to the single molecular
level. Recent demonstrations toward this ambitious goal include
detection of single protons,17 spectroscopy of single proteins,18 sub-
hertz spectral resolution,19–23 spectroscopy and tracking of single
nuclear spins via weak measurements,24,25 determination of the posi-
tions of single nuclear spins,26–30 and so forth. Remarkably, many of
them have been realized at room temperature.

Given such rapid progress, there is a growing need for mak-
ing the NV magnetometry more accessible to wider research com-
munities such as chemists and biologists, who are the most fre-
quent users of conventional NMR and potentially benefit from this
new avenue. From a technological point of view, standard knowl-
edge on optics and microwave engineering is sufficient to con-
struct an NV magnetometry system in the laboratory. Even so,
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combining the knowledge from the two areas and designing, build-
ing, and testing a working system are not trivial and present a num-
ber of challenges to nonspecialists (those who have never worked
on the NV centers). A few platforms targeted for NV magne-
tometry have become commercially available,31–34 but industrial-
level turn-key systems are still yet to come. We, therefore, feel
that at this stage, it is important and helpful to provide a com-
prehensive and detailed description about the construction and
operation of a simple single NV magnetometer, especially the one
which we believe is reproducible by nonspecialists without sacri-
ficing an immense amount of their time and effort. Circumstantial
evidence of this belief is that the setup we describe below was con-
structed from scratch and tested by then-undergraduate students
with no prior hands-on experience with either optics or microwave
engineering.

We note that there are recent reports describing experimen-
tal setups for NV centers in detail.35,36 A major distinction between
those and ours is whether a system is designed for ensemble or sin-
gle NV centers. The setup for the former is more robust against
misalignment than that for the latter because (i) it does not require
high-precision scanning stages and (ii) the photon counts are sig-
nificantly enhanced. It is even possible to miniaturize the entire
system including microwave and electrical components. By replac-
ing bulky electronics with integrated circuits, portable NV magne-
tometers usable outside of the laboratory environment may be real-
ized.37–39 On the other hand, the use of scanning stages to resolve
single NV centers means additional system complexity and size, even
though we made an effort to keep the system compact by utiliz-
ing commercially available, off-the-shelf fiber optic components and
optical cage systems. Still limited to the laboratory use, our system
is capable of working with single NV centers and is fully fledged,
in the sense that in principle many of the state-of-the-art NMR
experiments with single NV centers can be performed. Therefore,
the two approaches based on ensemble and single NV centers are
complementary.

This article is organized as follows. We describe the design of
our system in Sec. II. After giving an overview of the physics of
the NV center and discussing the key parameters (Sec. II A), var-
ious aspects of the design, optics (Sec. II B), microwave antenna
(Sec. II C), DC magnetic field (Sec. II D), and electronics (Sec. II E)
are explained in more detail. Section II E also discusses multipulse
sensing protocols used for nanoscale magnetometry. In Sec. III,
we present experimental data obtained from our system. Diamond
samples used are summarized in Sec. III A. We first test the scan
range and calibrate the magnetic field strength using ensemble NV
centers (Sec. III B). We, then, show the basic results such as pho-
toluminescence (PL) imaging, continuous-wave optically detected
magnetic resonance (CW ODMR), Rabi oscillation, pulsed ODMR,
Ramsey interferometry, and Hahn echo, measured with a single
NV center (Sec. III C). Quantum sensing of internal and exter-
nal nuclear spins is demonstrated in Sec. III D (13C nuclei in dia-
mond) and Sec. III E (protons in oil), respectively. In Sec. III F,
extendibility of our setup to measure PL spectra and photon statis-
tics are discussed briefly. The conclusion is given in Sec. IV, fol-
lowed by Appendixes A and B providing the lists of items and
the design details. Throughout this article, we have nonspecial-
ists in mind and aim to provide comprehensive and pedagogical
descriptions.

II. DESIGN
A. NV center

The (negatively charged) NV center in diamond is an optically
active, S = 1 paramagnetic defect in diamond. The defect structure
projected onto the (001) plane of a diamond crystal is shown in the
inset of Fig. 1(a). The electronic structure and optical and spin prop-
erties of the NV center have been discussed in a large amount of
literature.40–43 Here, we explain them briefly, just enough to identify
the physical parameters (wavelength, frequency, and magnetic field
strength) that directly influence our design of the setup. The orbital
ground state of the NV center is spin-triplet, labeled 3A2. The Hamil-
tonian He of this triplet electronic spin of the NV center, when the
static magnetic field B0 is applied along the NV symmetry axis (one
of the ⟨111⟩ axes), is given by

He/h = DS2
z + γeB0Sz , (1)

where h is the Planck constant, Sz is the S = 1 spin operator, D
= 2.87 GHz is the zero-field splitting, and γe = 28.0 MHz/mT is
the gyromagnetic ratio of the NV spin. He is diagonal, and its
eigenenergies E are straightforwardly given by

E/h = D(mS)2 + γeB0mS, (2)

where mS = 0, ±1 are the spin quantum numbers. In our case, we
solely work with the mS = 0 ↔ −1 magnetic dipole transition at
fNV = D − γeB0 and use the mS = 0 and −1 states as the “sensor
qubit” |0⟩ and |1⟩ states, respectively. We apply B0 of up to 30 mT,
which is most conveniently produced by a permanent magnet
(Sec. II D).

There is an orbital excited state labeled 3E, higher in energy by
1.95 eV from the 3A2 state. When the defect is illuminated by a green
laser, it emits photons at the wavelength ranging from 637 nm (zero-
phonon line) to 800 nm (the long wavelength end of the phonon
sideband). Importantly, this fluorescence is spin-state-dependent.
The photon counts are higher (lower) if the spin state is in the
mS = 0 (−1) state. This is because the mS = −1 state prefers the
non-radiative decay process (intersystem crossing) via intermediate
1A1–1E states that involves a spin-flip (mS = −1 → 0). Therefore,
the laser excitation at 532 nm (optical pumping) and the count-
ing of photons from the phonon sideband (650–800 nm) provide
a simple means to initialize and determine the spin state. We note
that with a 532-nm laser, the second-order Raman spectrum of dia-
mond appears in the 600–625 nm range (Sec. III F), and therefore,
the photons in this range must be filtered out. Combined with spin
control by microwaves, ODMR of a single spin is realized at room
temperature.

B. Optics
Our aim is to construct a compact, easy-to-handle, yet single-

NV-resolving nanoscale magnetometry system. For optical compo-
nents, we rely on a commercially available fiber optics and opti-
cal cage system. The use of these components provides self-aligned
free space optics and enhances the accessibility and reproducibility
by nonspecialists. Figure 1 shows a schematic of our setup. Fiber
optics is used from the laser (#1) to the collimator (#3) and at the
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FIG. 1. (a) Schematic setup showing
major optical components, scanning, and
DC magnetic field control systems. See
Tables II–V in Appendix A for details.
The inset shows a schematic of an
NV center in a (001)-faced, square-
shaped diamond substrate with ⟨110⟩
edges. The N–C bonds and the NV
symmetry axis point along the ⟨111⟩
directions, off by ±35○ from the (001)
plane. AOM: acousto-optic modulator,
ND: neutral density, CCD: charge cou-
pled device, and SPCM: single photon
counting module. (b) Photo of the setup.
The optical table on which the system is
mounted has M6 taps on 25 mm cen-
ters. Not captured in this photo are the
laser (#1) and the AOM (#2), which are
connected to the blue fiber cable (to the
left), and the SPCM (#14), which is con-
nected to the fiber cable covered with
aluminum foil (to the right). The foil is to
prevent stray light. (c) Close-up of the
setup around the sample. The sample
is visible at the center, placed on the
microwave antenna, and fixed with black
double sided tape. See Fig. 13 (Fig. 14)
in Appendix B for drawings of the sample
stage (the magnet holder/stage).

single photon counting module (SPCM, #14). Between the input
and output parts is the cage system, constituting a confocal scanning
microscope.

The optical diffraction limit δ is given by δ = λ/(2NA) with λ
being the excitation wavelength and NA ≈ 1 being the numerical
aperture (0.8 for the air objective lens and 1.42 for the oil objec-
tive lens listed in Table II in Appendix A). With a 532-nm laser,
the focal spot size is about a quarter of a micrometer, and a single
NV center can be regarded as a point light source. Lateral scan-
ning is usually achieved by the use of mirror galvanometers or
translation stages (often piezoelectric). We adopt a dual-axis linear
feedback stage from Sigma Tech (#8), which provides the mini-
mum resolution of 10 nm (≪δ) and the maximum scan range of
20 × 20 mm2. Diamond substrates used for quantum sensing exper-
iments are typically a few millimeters wide. Therefore, the scan
range of 20 × 20 mm2 enables the search of the whole surface of
a diamond substrate or even multiple samples at the same time.
This is particularly convenient to characterize NV-containing dia-
mond samples prepared in the laboratory by using chemical vapor
deposition (CVD) with N-doping near the surface or ion implan-
tation of N+.44,45 Since the presence of nitrogen is only a prereq-
uisite to create and stabilize NV centers, additional steps such as
annealing, electron irradiation, ion implantation of C+ or He+, and
chemical treatment are often required.46–50 The ability to quickly
examine the sample conditions in between different steps is highly
desirable.

In standard confocal microscopy, the depth resolution is
improved by the use of a pinhole to spatially filter the out-of-focus
background light. In our case, the emitted photons are focused (via
an objective lens of #13) onto a single-mode fiber connected to the
SPCM. This effectively works as a spatial filter and provides the
depth resolution of about a micrometer. In addition to saving
the space, the absence of mirror galvanometers and a pinhole in
our setup facilitates the task of optical alignment. The depth scan
is carried out by a piezo positioner (#6). Taken together, the sys-
tem achieves the confocal volume much smaller than 1 μm3, and
therefore, single NV centers can be resolved optically when the NV
defect density is on the order of or less than 1012 cm−3 (=1 NV
center/μm3), which is satisfied in high-quality diamond substrates
or low-dose N+ ion implantation (Sec. III A). Furthermore, super-
resolution imaging techniques, such as stimulated emission deple-
tion (STED) microscopy and stochastic optical reconstruction
microscopy (STORM), have been applied to NV centers, success-
fully resolving multiple NV centers separated by less than the optical
diffraction limit.51–54

For clarity, we make passing reference to the roles of respec-
tive optical components shown in Fig. 1, in the order of light
propagation. The 532-nm light from the laser (#1) is passed
through or blocked by the fiber acousto-optic modulator (AOM,
#2). Pulsed ODMR requires an AOM to have a high extinction
ratio because leakage of green light during the spin manipula-
tion leads to undesired initialization of the spin state, degrading
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the fidelity of spin control. With a free-space AOM, one can
employ a double-pass configuration, which effectively enhances the
extinction ratio with a single device. This is not possible with a
fiber AOM. The fiber AOM we use (Gooch & Housego Fiber-Q)
provides the extinction ratio of 50 dB at 532 nm, satisfying the
requirement.

The collimator (#3) prepares a collimated beam that enters into
the objective lens (#7) after being attenuated to a desired power by
the neutral density (ND) filter (#4) and reflected at the dichroic fil-
ter (#5). The diameter of the collimated beam should match with
the pupil diameter of the objective lens. The NV center emits red
photons, and a portion of them are collected by the same objective
lens. Although this is a widespread configuration for detecting NV
centers, the collection efficiency is intrinsically low due to the large
mismatch of the refractive indices between air (n = 1) and diamond
(n = 2.4). The total internal reflection at the air–diamond interface
limits the number of photons coming out of the surface.55,56 The
dipole emission pattern of the NV center also contributes to the
low collection efficiency.57,58 Typically, less than 10% of the photons
emitted from the NV center enters into the objective lens. Vari-
ous approaches to enhancing the collection efficiency, such as the
use of a solid immersion lens or a photonic waveguide, have been
demonstrated.59–61

The photons entering the objective lens pass through the
dichroic filter and are directed to the charge coupled device (CCD,
#11) or the second objective lens (#13) by the mirrors (#9 and #10).
The CCD is used to find the diamond surface prior to the scan.
The second mirror (#10) is removable and is replaced by the long-
pass filter (cut-on at 650 nm) when using the SPCM. The filter set
(#12) is composed of notch (to reject residual laser light), long-
pass (cut-on at 600 nm), and shortpass (cutoff at 800 nm) filters.
The reason for the 650-nm longpass filter being made removable is
that we wanted to keep the ability to perform optical spectroscopy
below 650 nm (Sec. III F). If such spectroscopy is not needed,
the 600-nm longpass filter in the filter set can be replaced with
the 650-nm one.

The signal red photons are imaged onto the single-mode fiber
and collected by the SPCM (#14). Choosing an SPCM with high
photon detection efficiency, low dark count, and high timing res-
olution is essential. The detection efficiency, as well as the cou-
pling efficiency to the fiber port, affects the total collection effi-
ciency at the detector, which typically ends up in a few %. We use
Excelitas Technologies SPCM-AQRH-16-FC, which is specified to
have detection efficiency >70% at 700 nm, dark count rate <25 cps
(counts/second), and timing resolution <500 ps. This model is a
popular choice in the community, but comparable performance can
also be achieved by products from other manufactures (e.g., Laser
Components, COUNT-10C).

C. Microwave antenna
To take advantage of the wide scan range available in our

system, microwaves should also be applied across the wide area
of the sample surface. In Ref. 62, we designed a broadband, spa-
tially uniform microwave planer ring antenna for ODMR of NV
centers. The antenna has the resonance frequency fres at around
2.87 GHz, the bandwidth of 400 MHz, and uniform microwave mag-
netic fields oscillating perpendicular to the antenna plane within a

FIG. 2. (a) Schematic of a microwave planar ring antenna.62 A printed circuit board
consists of, from top to bottom, resist, antenna pattern (copper), epoxy glass (FR4),
and ground plane (copper). (b) S11 of antennas #1 and #2. The solid (dotted) lines
are experimental (simulated) data. The data for antenna #1 is reproduced from
Ref. 62. (c) B0 as functions of d for magnets #1 and #2. The axis on the right hand
side is calculated by fNV = D − γeB0.

1-mm-diameter hole of the antenna [Fig. 2(a)]. The identical design
can be adopted here for use in B0 = 0–10 mT. The design parameters
are listed in the second column of Table I (labeled as Antenna #1).
Its simulated and measured S11 properties are shown in Fig. 2(b).

To work at B0 ≈ 20 mT, the design needs to be modified in order
to bring the resonance frequency down to 2.3 GHz. In Ref. 62, we
made a qualitative argument to view the antenna as a series LC cir-
cuit, where the circuit inductance L is proportional to the hole radius
r and the capacitance C is inversely proportional to the gap g and
proportional to the gap width R + s − r. Then, the circuit has fres that
is proportional to (LC)−1/2 ∝ (g/r(R + s − r))−1/2. This suggests that
a reasonable strategy to reduce fres is to increase R and s. We per-
formed three-dimensional electromagnetic simulations using CST
MICROWAVE STUDIO® software and identified the values of R
and s that provide a desirable fres (antenna #2 in Table I). The fab-
ricated antenna shows the S11 property in good agreement with the

TABLE I. Parameters of microwave antennas and permanent magnets. See Fig. 2(a)
for the definitions of the parameters. Br: remanence field, u: radius of the magnet, and
h: height of the magnet. The length is given in millimeters (mm).

Antenna #1 #2 Magnet #1 #2

fres (GHz) 2.790 2.325 B0 (mT) 0–10 10–30

R 7.0 8.0 Br (mT) 1270 ± 20
s 3.9 5.4 u 10
r 0.5 h 5 20
g 0.1
tr 0.03
ta, tg 0.018
te 1.6
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simulation. We note that the data in Fig. 2(a) were simulated or mea-
sured without placing a diamond sample on top of the antenna. It
has been confirmed that the presence of the diamond barely affects
the S11 properties of these antennas.62

D. DC magnetic field
We apply B0 by using a cylindrically shaped permanent mag-

net and aligning the axis of the cylinder parallel to the NV axis,
which is one of the ⟨111⟩ directions. To realize this efficiently, we
use the sample stage and the magnet stage shown in Fig. 1(c). In
designing them, the following factors were considered. First, when
picking up a single NV center, we do not know in advance which
one of the ⟨111⟩ directions this particular NV center is pointing in.
Hence, it is desired that we are able to apply B0 along any one of four
possible ⟨111⟩ directions. Second, in our configuration of scanning
confocal microscopy, the laser focal spot is fixed in the laboratory
frame upon horizontal image scan, and the vertical movement of the
objective lens is typically restricted to a few micrometers. Third, dia-
mond substrates we use are most often (001)-faced single crystals. In
this case, the ⟨111⟩ directions are off by ±35○ from the (001) plane.
Hence, if we mount the sample so that its orthogonal [110] and [11̄0]
directions may be parallel to the lateral scan directions, which are
defined as the x and y axes in the laboratory frame [the inset of
Fig. 1(a)], possible NV axes lie in the xz and yz planes. (Parentheti-
cally, the ⟨110⟩ directions of a given sample are usually specified in
its specification sheet or can be known by inspecting facets of the
crystal.)

The sample stage itself is fixed on the translation stage, and the
microwave antenna with the diamond sample on top is fixed on it
by four screws. Its cantilever shape creates a free space beneath the
antenna to allow for the access of the magnet. Importantly, the pho-
ton counts in this configuration are confirmed to be stable over long
time (i.e., negligible vibrations). The magnet stage has a fixed tilt
angle of 35○ and is combined with the linear actuator (#16) and the
rotary stage (#17).

Upon installation, the height of the magnet is manually
adjusted so that the axis of the cylinder hits the focal spot. This
needs to be done only once, as long as the vertical displacement
of the focal spot is much smaller than the radius of the cylindri-
cal magnet (chosen to be u = 10 mm in our case), which is placed
in the magnet holder. The direction of B0 is roughly aligned along
the desired NV axis by rotating the magnet stage near the xz or
yz planes, but the exact rotation angle is determined by examin-
ing CW ODMR spectra (Sec. III B). Once B0 is aligned with the
symmetry axis of a chosen NV center, one will find that other NV
centers pointing in the same direction are brighter than those not
due to the magnetic-field-dependent fluorescence of the NV cen-
ters.63 Hence, one does not have to align the rotation angle of the
magnet stage for each NV center as long as one stays in the same
B0 direction.

The strength of B0 is controlled by changing the distance d
between the focal spot and the magnet surface. The relation between
B0 and d can be calculated analytically. Namely, the magnetic field
B0 that a cylindrically shaped permanent magnet with the rema-
nence field Br, the radius u, and the height h produces at the distance
d from the center of the top surface along the symmetry axis is
calculated as

B0 =
Br

2
⎛
⎝

h + d√
u2 + (h + d)2

− d√
u2 + d2

⎞
⎠

. (3)

By geometry, d cannot be made arbitrarily small. The magnet can
approach the sample until a periphery of the magnet touches the
back side of the sample stage, i.e., dmin = u/tan 35○ + th/sin 35○ with
th = 5 mm being the thickness of the sample stage. On the other
hand, the maximum d is limited by the travel range of the actu-
ator (dtr = 25 mm in our case), but it is not necessary to move
the magnet in the full range as long as the desired field range
is covered.

Figure 2(c) shows two curves of B0 as functions of d with
the parameter values listed in Table I. We select the parameters so
that magnet #1 (#2) is compatible with antenna #1 (#2) within the
acceptable range of d [the horizontal axis on the right hand side of
Fig. 2(c)]. With u = 10 mm, we obtain dmin ≈ 23 mm. We observe
that magnet #2 can generate B0 = 10–30 mT by setting d ≈ 40–25 mm
(dmin < 25 mm and dmin + dtr > 40 mm), as desired. The lower mag-
netic field is realized by magnet #1, except for B0 = 0 mT, which is
obtained by simply removing the magnet. Magnet #1 has h that is
15 mm shorter than that of magnet #2, with other parameters being
equal between the two. If we replace magnet #2 with magnet #1, dmin
will be about 40 mm, for which B0 is expected to be 2 mT. With
a spacer, magnet #1 can be brought closer to the substrate and the
desired field up to 10 mT is readily achieved.

Our method described here is not without a few drawbacks. The
main concern is that a diamond substrate can have a miscut angle
of a few degrees, meaning that the surface is not exactly the (001)
plane. In addition, it is possible that the top and back surfaces of the
substrate are not perfectly parallel and/or manual sample mounting
causes an unintentional tilt. These errors can be cumulative or may
cancel each other (accidentally), but in the end, we are likely to have
an angle error of a few degrees that is uncorrectable by the present
method. So far, we find this level of error not to be detrimental to our
experiments. A straightforward remedy will be to add a goniometer
to the magnet stage, but we have not adopted it in order to keep our
system as simple as possible.

Another concern is that the remanence field Br of a per-
manent magnet is temperature-dependent. We used neodymium
(NdFeB) magnets, but it is known that samarium-cobalt (SmCo)
magnets are more temperature-insensitive and, thus, are a good
option when the temperature control of a laboratory space is not
stable. The spatial homogeneity achieved by a single permanent
magnet is not problematic in dealing with single NV centers, but
the use of a pair of permanent magnets or electromagnets may be
considered when dealing with ensemble NV centers and a larger
spot size.36

Before concluding this section, we comment on the use of
(111)-faced substrates. In this case, the NV centers of interest are
almost always those pointing perpendicular to the surface. The
application of B0 becomes simpler, realized by setting a perma-
nent magnet on the back of the substrate and moving it up and
down. However, this means that the microwave antennas discussed
in Sec. II C, which generate the microwave magnetic fields perpen-
dicular to the antenna plane, are unsuitable for ODMR. In this case,
alternative designs of uniform microwave antennas compatible with
(111)-faced substrates, such as discussed in Refs. 64 and 65, can be
utilized.
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E. Electronics

Figure 3 shows a diagram of the electronic devices used in
our setup. The devices without numbers have already appeared in
Fig. 1. Some of them are controlled directly from the computer or
via the data acquisition device (DAQ, #19), and even when dedi-
cated controllers are required (the linear stage and the piezo posi-
tioner), they are relatively small in size. The most space-occupying
devices are rack-mount instruments, namely, the arbitrary wave-
form generator (AWG, #18, Tektronix AWG7102) and the vector
signal generator (VSG, #20, Anritsu MG3700A). While the devel-
opment of dedicated fast electronics with small footprint is not
the scope of the present work, designing compact high-frequency
devices will become essential in the near future, especially in the
field of quantum computing, where the increase in the number of
qubits means the increase in the number of control devices and
the use of bulky electronic devices is no longer intolerable. The use
of a field-programmable gate array (FPGA) is becoming increas-
ingly important to realize fast, compact, flexibly controllable cir-
cuitry. Below, we discuss a method of spin control based on our
specific choice of devices, but many of the considerations there
are sufficiently general and applicable to other configurations and
device models.

It is important to recognize that, whatever we do, in the end,
all the information about the NV centers is obtained from photons
emitted from them. In this sense, the performance of the SPCM
is crucial, as discussed in Sec. II B. The SPCM converts the pho-
ton counting events into TTL electrical signals, which are collected

by the DAQ and processed in the computer. The control of elec-
tronics and signal processing are all carried out via integrated soft-
ware custom-written in MATLAB.66 In our setup, the timing and
duration of the data acquisition are not triggered, but all the pho-
ton counting events are collected and time-tagged. Based on the
types of experiments executed, the software program judges which
photon counting events contain meaningful information. For
instance, a PL image is obtained by moving the sample stage with
the linear stage (for x, y) and the piezo positioner (for z) while con-
tinuously illuminating the laser light (with the AOM open). The
map of the photon counts at respective sample positions gives the
PL image. When the microwave frequency of the (V)SG is swept
under continuous laser illumination and at a fixed sample posi-
tion, the photon counts as a function of the microwave frequency
give a CW ODMR spectrum. As will be shown in Figs. 5(b) and
6(b), the vertical axis of a CW ODMR spectrum is usually given as
contrast, which is defined as the ratio of the photon count under
microwave irradiation to that without. By turning on and off the
microwave with an AWG-generated square wave at 2 kHz, the con-
trast is immune to the fluctuation of the photon counts arising the
temporal drift of the position or laser power that occurs slower
than 2 kHz.

Contrary to these continuous measurements, a time-domain
experiment involves dynamical control of a sensor electronic spin.
To our knowledge, the most widespread approach to timing con-
trol in NV magnetometry setups is to employ SpinCore Technolo-
gies PulseBlaster as a multichannel pulse pattern generator (PPG).
On the other hand, advanced quantum sensing protocols make

FIG. 3. Diagram of electronic devices. See Table VI in Appendix A for the model numbers. The black arrows indicate the flow of the control command [via general purpose
interface bus (GPIB) or universal serial bus (USB) or other cables]. The blue arrows indicate the microwave signals (via SMA cables). The green arrows indicate the RF
signals for the synchronization, the in-phase and quadrature (IQ) modulation, and the AOM driving (via BNC or SMA cables). The orange arrow indicates the DC signal. The
red arrows indicate the transistor-transistor logic (TTL)/trigger signals. The reported setup uses a manual rotary stage, but we later replaced it with a motorized stage (Zaber
Technologies X-RSW60A-E03) controllable with a computer (the dashed arrow). The amplifier (#21), the switch (#23), the AOM driver, and the SPCM require dedicated DC
power supplies, which are not shown. AWG: arbitrary waveform generator, DAQ: data acquisition, and VSG: vector signal generator.
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essential use of shaped microwave pulses, for which an AWG is
required. By using the trigger signals of the AWG for timing con-
trol and, thus, letting the AWG play dual roles of pulse shaping
and timing control, we have dispensed with a PPG in our setup.
The AWG is readily synchronized with the DAQ, and therefore, the
control sequences and subsequent detection events are correlated
unambiguously.

Microwave pulse sequences for dynamical spin control and
quantum sensing require that the microwave pulses be not only
time- and shape-controlled but also phase-controlled. The phase
control here does not mean to control the absolute phase of a giga-
hertz oscillation or to realize the spin rotations around different axes
in the laboratory frame. The spin rotation is realized in the rotating
frame, and only the relative phases among different pulses in a sin-
gle run of pulse sequence are relevant.67 Moreover, in the scheme
so called single-sideband suppressed carrier modulation, the relative
phase is defined by the in-phase (I) and quadrature (Q) signals, over
which the operator (user) has full control. Suppose we prepare the I
and Q signals given by

I(t) = A(t) cos(2πfIFt + θIF), (4)

Q(t) = A(t) sin(2πfIFt + θIF) (5)

using the AWG. Here, A(t) defines the pulse shape and length, fIF
is the modulation frequency (IF stands for the intermediate fre-
quency), and θIF is the phase offset. They are fed into the I and
Q ports of the VSG. The VSG internally splits microwave at fLO
(=2–3 GHz, LO stands for the local oscillator) into two signals
that are phase shifted by 90○ and mixes the respective signals with
the I and Q signals. They are subsequently summed to give the
output signal,

I(t) cos(2πfLOt + θLO) −Q(t) sin(2πfLOt + θLO)

= A(t) cos[2π( fLO + fIF)t + θLO + θIF]. (6)

We observe that θIF determines the relative phase across different
pulses, and the LO phase θLO does not have to be known. The lack
of knowledge on θLO does not cause a problem in defining the rota-
tion axes, as long as θLO is constant during each run of the sequence
(<1 ms). We define the rotation about the x (y) axis of the rotating
frame by setting θIF = 0○ (90○).

In the remainder of this section, we introduce microwave pulse
sequences to be used in Sec. III. These sequences consist of a com-
bination of π/2 and π pulses, and their pulse lengths have to be
determined in advance. This is done by observing the Rabi oscilla-
tion, in which a microwave pulse of variable length Tp is sandwiched
by 532-nm optical pulses with length typically on the order of 1 μs.
The first optical pulse initializes the NV spin into the mS = 0 state,
and the second optical pulse reads out the final spin state. As Tp
increases, the final spin state oscillates between the ms = 0 and −1
states (equivalently the sensor qubit’s |0⟩ and |1⟩ states). Tp at which
the state is driven from |0⟩ to |1⟩ for the first time gives a π pulse
(a π rotation in the Bloch sphere). Setting a π/2 pulse length as a half
of the π pulse length, we create a superposition of |0⟩ and |1⟩ with a
π/2 pulse.

As discussed above, the pulse shape and length are defined
by A(t) of the IQ signals, and we use either a square envelope or

a cosine-square envelope. We set fIF = 100 MHz and use 1 GS/s,
giving ten points in one cycle of the oscillation. Exemplary IQ wave-
forms are shown in Figs. 4(a) and 4(b). For both pulse shapes,
we define Tp as the time between the rising and falling edges of
the pulses, i.e., the envelope of the cosine-square pulse is given as
cos2(2πt/Tp). We use the square pulses for π/2 pulses and the cosine-
square pulses for π pulses. The reason for these choices will be
explained at the end of this section. Concrete examples of the Rabi
oscillations will be presented in Sec. III C.

Having determined the pulse lengths, we start with two most
basic pulse sequences: Ramsey interferometry and Hahn echo.68,69

The pulse sequence for the Ramsey interferometry is given by

X/2 − τ − X/2 (7)

and that for the Hanh echo is

X/2 − τ − X − τ − X/2. (8)

Here,X/2 andX denote π/2 and π pulses about the x axis of the rotat-
ing frame, respectively. In both cases (and the rest of the sequences
given below), the 532-nm optical pulses are applied before and after
the microwave pulse sequences. In the Ramsey interferometry, the
first X/2 pulse creates spin coherence along the y axis of the rotat-
ing frame. The NV spin then evolves freely during the time τ and
is brought back to the z axis of the rotating frame by the second
X/2 pulse. Here, the microwave frequency (fLO + fIF) does not have
to be tuned exactly at the resonance frequency of the NV spin but
can be detuned by a few MHz. The signal is seen to oscillate at the
detuned frequency, and the resulting oscillation is called the Ramsey
fringe. In practice, the detuning is inevitable due to the presence of
the hyperfine interaction with the nitrogen nuclear spin inherent to
the NV center. The two stable isotopes of nitrogen, 14N (99.6%) and
15N (0.04%), have nuclear spins I = 1 and 1

2 , respectively. The hyper-
fine interaction between the NV electronic spin and the 14N (15N)

FIG. 4. (a) The waveforms of I (top) and Q (bottom) signals for a square pulse
with Tp = 48 ns. fIF = 100 MHz and the sampling rate is 1 GS/s. The gray lines
indicate the pulse envelope. (b) Same as (a) for a cosine-square pulse. (c) The
waveforms of I (black) and Q (gray) signals for a wideband, uniform rate, smooth
truncation (WURST) pulse with Tw = 2 μs andw = 2. The frequency is chirped from
−10 MHz to 10 MHz.
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nitrogen nuclear spin results in the triplet (doublet) spectrum sep-
arated by 2 (3) MHz, which are simultaneously excited by fast,
broadband pulses.

The Ramsey interferometry is subject to the temporal fluctua-
tion of the magnetic environment of the NV spin, resulting in a fast
decay of the Ramsey fringe upon time averaging. This decay time
scale is called the dephasing time and is denoted as T∗2 . In the case of
natural abundance diamond, where 13C isotopes with I = 1

2 occupy
1.1% of the lattice sites (the rest is occupied by 12C isotopes with
I = 0), T∗2 is typically on the order of a few μs. If the fluctuation
is slow compared with τ and is regarded as quasistatic, there is a
way to counter the effect of the fluctuation. The Hahn echo realizes
this by adding the X pulse in the middle and, thereby, refocuses the
evolution during the first half of τ. The Hahn echo often improves
the spin coherence by a few orders of magnitude, and its decay
time scale is called the coherence time T2. Concrete examples of
the Ramsey interferometry and the Hahn echo will be presented in
Sec. III C. There, we will observe that a longer time scale allowed
by the Hahn echo reveals complex dynamics due to the interac-
tion between the NV electronic spin and the environmental 13C
nuclear spins.

The refocusing X pulse can be repeated many times. In fact,
such multipulse sequences realize more general control of qubit–
environment dynamics, called dynamical decoupling, and are used
to extend qubit coherence times.70–73 Many of them share a common
form,

X/2 − (⋯)N/k − X/2, (9)

where (⋯)N /k denotes the repetition of N/k times with k being
the number of π pulses in the repetition block and N being the
total number of π pulses. For instance, the Carr–Purcell (CP) and
Carr–Purcell–Meiboom–Gill (CPMG) sequences repeat the follow-
ing sequences N times (with k = 1):

CP = τ/2 − X − τ/2, (10)

CPMG = τ/2 − Y − τ/2, (11)

where Y is the π pulse about the y axis of the rotating frame.74,75

More complex multipulse sequences are a family of XY
sequences.76 The repetition blocks for XYk, with k = 4, 8, 16, are
given by

XY4 = τ/2 − X − τ − Y − τ − X − τ − Y − τ/2, (12)

XY8 = XY4 − YX4, (13)

XY16 = XY8 − X̄Ȳ8, (14)

where X̄ and Ȳ are the π pulses about −x and −y axes of the rotating
frame, respectively, and the definitions of YX4 and X̄Ȳ8 follow log-
ically. When XYk is repeated N/k times in the sequence, we denote
XYk-N.

From a different perspective, these periodic pulse sequences can
be viewed as a filter function primarily sensitive to the frequency

component at (2τ)−1. For AC magnetometry, we repeat a sequence
as incrementing τ. When τ matches with the half period of an oscil-
lating field, dynamical decoupling fails and the loss of coherence
signals the presence of a magnetic field oscillating at (2τ)−1. The
spectral resolution of AC magnetometry (i.e., how long we can sam-
ple an oscillation) is limited by T2, but multipulse sequences for
AC magnetometry simultaneously achieve dynamical decoupling,
extending T2.

We will make a frequent use of correlation spectroscopy, the
sequence of which is given by

X/2 − (⋯)N/k − Y/2 − tcorr − Y/2 − (⋯)N/k − X/2. (15)

τ in the (⋯)N /k sequence is fixed at the value where the signal is
observed in multipulse sequences, and tcorr is swept. The first block
of the pulse sequence starts with the X/2 pulse, creating coherence
along the y axis of the rotating frame, and ends with the Y/2 pulse.
This means that the Y/2 pulse projects the angle between the y
axis and the Bloch vector of the sensor, φ ≈ sinφ, onto the z axis.
The information on φ is stored along the z axis during tcorr and is
retrieved back to the xy plane by the Y/2 pulse for further sensing.
In this way, tcorr can be extended up to the limit of spin relaxation
time (denoted as T1), which is usually much longer than T2 in this
system. Correlation spectroscopy, thus, achieves higher resolution
compared with standard T2-limited AC magnetometry.13,14,77,78 A
variant of correlation spectroscopy is to apply π pulses M times
instead of simply waiting for tcorr,

X/2 − (⋯)N/k − Y/2 − (⋯)M − Y/2 − (⋯)N/k − X/2. (16)

Correlation spectroscopy turns out to be a powerful tool to analyze
the hyperfine parameters of a single nuclear spin (Sec. III D).

Finally, we comment on some of the further details of our
approach to pulsed experiments. First, the waveform length of our
AWG goes up to 32.4 × 106 points, and with two channels of
1 GS/s sampling, it covers 16.2 ms, meaning that the AWG can gen-
erate not only the individual pulses but also the entire sequence.
For a long sequence, a majority of them could be zeros (free evo-
lutions), but by generating the entire sequence as a single wave-
form, we do not have to worry about the timing control during
the sequence.

Second, for the same Tp, the pulse area is larger for the square
pulse, and thus, a π pulse is achieved in a shorter pulse duration. We
use square pulses for π/2 pulses to create and retrieve coherence, for
which short (ideally instantaneous) pulses are desired. On the other
hand, the cosine-square (or other shaped) pulses can overcome the
timing resolution limited by the sampling rate of the AWG79 and
are advantageous for π pulses constituting multipulse sequences. As
mentioned above, for AC magnetometry, the condition fac ≈ (2τ)−1

must be satisfied. At high fac and with an increased pulse number, the
total time spent for π pulses become non-negligible. It is, thus, con-
venient to define Nτ as the time from the spin coherence is created
until it is retrieved, i.e., τ is defined as the time between the center
positions of the adjacent π pulses or the falling edge of the π/2 pulse
to the center of the π pulse. Although τ is commonly referred to as
“free evolution time” or “interpulse delay,” this is not strictly correct
in our definition.
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Third, pulsed experiments often take a few hours or even
longer than a day for signal accumulation, during which the laser
light must be kept focused onto the target NV center. We use a
tracking technique whereby a narrow-range PL image is taken at
a regular time interval of ttrack (typically set to be 5 min) and the
focal position is readjusted to the brightest pixel. Our AWG can-
not handle this transition between the repeated pulse sequences
and PL imaging as ttrack is much longer than the maximum wave-
form length. Instead, the 2-in-1-out switch (#23) controlled by the
DAQ (#19) is utilized (Fig. 3). During repeated pulse sequences,
the AWG sends TTL signals to open and close the AOM. For
PL imaging, this control signal line is switched to the DC source,
making the AOM always open, and a small volume (typically
0.5 × 0.5 × 3 μm3) is scanned. Note that microwave pulses con-
tinue to be generated and applied during the tracking procedure as
the switching happens every ttrack that is not synchronized with the
timing of pulse sequences. This does not affect the imaging qual-
ity because of the continuous illumination of the laser light and
the small duty cycle of the microwave pulses. As mentioned ear-
lier in this section, the photon counting events are time-tagged.
The photon counts recorded during PL imaging are correlated
with the positions of the linear stage and are distinguished from
the signals from pulsed experiments, which otherwise have been
obtained.

III. OPERATION
A. Sample

Three diamond samples were prepared from CVD-grown,
(001)-faced, type-IIa substrates (Element Six) with the dimension of
2 × 2 × 0.5 mm3. These substrates are specified to contain less than
0.03 ppb NV centers, corresponding to <5 × 1012 cm−3 or <5 NV
centers/μm3 (the atomic density of diamond is 1.77 × 1023 cm−3).
The actual NV densities are often smaller than the specified values
to the level where single NV centers are resolvable optically. Sample
#1 is as delivered, and single NV centers contained in bulk are to be
measured.

In sample #2, the entire surface was implanted by 14N+ ions
with the energy of 10 keV and the dose of 1011 cm2, producing
ensemble NV centers. Sample #3 was ion-implanted together with
sample #2 but with SiO2 films deposited on the surface prior to the
implantation. This method generates single NV centers close to the
diamond surface, which we use to detect proton nuclear spins placed
on the diamond surface. The detail of the ion implantation with SiO2
films is described in Ref. 80.

B. PL imaging, CW ODMR, and calibration of B 0

We begin with ensemble NV centers. Sample #2 is mounted
on antenna #2. The purpose here is to check the basic performance
of our setup. In particular, we have to make sure that our designs
of microwave antennas and magnets are working well, prior to
examining single NV centers.

One of the preferable features of our setup is its wide lat-
eral (xy) scan range. This is demonstrated in Fig. 5(a), showing a
1 × 1 mm2 area of the diamond surface (at B0 = 0 mT). The pres-
ence of ensemble NV centers is confirmed by high photon counts

FIG. 5. (a) PL image of the surface of sample #2 with ensemble NV centers. (b)
ODMR spectra at different positions. The origin (0, 0) is the center of the image in
(a). The length unit is in mm. (c) Experimentally determined B0 as a function of d.
The solid line is a fit by Eq. (3).

(150–300 kcps) in the entire surface. To obtain this image, the z
scan is also performed at each pixel to account for the tilt of the
sample with respect to the laboratory frame. We find that the z posi-
tion changes by −9.039 μm (−4.001 μm) along the x (y) direction,
corresponding to the tilt angle of −0.52○ (−0.23○).

Figure 5(b) shows CW ODMR spectra taken at five differ-
ent positions in Fig. 5(a), one at the center (0, 0) and four at
the corners (±0.5, ±0.5). We note that the position (0, 0) coin-
cides with the center of the 1-mm-diameter hole of the antenna.
As mentioned in Sec. II A, the photon counts are spin-state-
dependent, and the photon counts are reduced when the microwave
frequency matches with the mS = 0 ↔ −1 transition. B0 is aligned
along one of the NV axes with the strength of 20 mT (by mag-
net #2). To achieve this, the following procedure was taken. We
first set the actuator position, which sets the field strength, and
obtain an ODMR spectrum. We then rotate the magnet using
the rotary stage and take another ODMR spectrum. We repeat
the process until the resonance dip becomes the lowest frequency.
After alignment is done, we change the actuator position and
take a series of ODMR spectra to calibrate the relation between
B0 and d.

The result for the magnet #2–antenna #2 pair is shown in
Fig. 5(c). The solid line is a fit by Eq. (3) with Br as the only fit-
ting parameter. We obtain Br = 1270 mT, fully consistent with our
design in Sec. II D. The same calibration is conducted for the mag-
net #1–antenna #1 pair. In this case, lower magnetic fields allow for
the observation of the two resonances corresponding to the mS = 0
↔ ±1 transitions simultaneously [Fig. 6(b)]. The use of the informa-
tion on themS = 0↔ 1 transition complements the smaller change in
the magnetic fields as moving the positions of the actuator or rotary
stage.

The successful observation of ODMR spectra from the posi-
tions separated by 1 mm demonstrates that the microwave fields
from antenna #2 are distributed in the large area. The variations
in the width and contrast of the resonance lines can be attributed
to two effects. One is that the quality and distribution of the NV
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FIG. 6. (a) PL image of a single NV center. (b) CW ODMR at B0 = 4.6 mT. The
dashed vertical line indicates D = 2.87 GHz. (c) Rabi oscillations with the square
(◽) and cosine-square (◯) pulses. The solid lines are the fits by cosine oscilla-
tions superposed with the e−Tp/C factor on the bottom side. (d) Pulsed ODMR. (e)
Ramsey fringe. The solid line is the fit given by Eq. (18). (f) Hahn echo decay. The
solid line is the fit given by Eq. (19).

centers are not uniform across the sample, as also evidenced by the
spatially inhomogeneous photon counts in Fig. 5(a). The other effect
arises from the property of the antenna itself. It is seen that the
ODMR spectrum at the center is broader compared with the rest
of the spectra. This suggests that under the fixed microwave input
power, the microwave field is strongest at center, causing power
broadening, while other positions experience comparatively weaker
fields yet enough to induce the spin resonance. This is consistent
with the fact that the four corners are slightly outside of the hole of
the antenna.

C. Basic test with a single NV center
We now examine the basic operations of our setup by carry-

ing out standard characterization of single NV centers in diamond.
Figure 6 summarizes the results on sample #1 mounted on antenna
#1. An exemplary photoluminescence (PL) image from scanning
confocal microscopy is shown in Fig. 6(a). It is the lateral scan of a
3 × 3 μm2 area at a depth of 40 μm beneath the diamond surface.
The bright spot at the center of the image indicates the presence
of the NV center. It should, however, be noted that the size of the
NV center itself is by far smaller than the fluorescent spot, and it is
possible that multiple NV centers exist in a single spot. A convinc-
ing way to confirm that a given fluorescent spot contains only one
single photon emitter is to take photon statistics and observe an anti-
bunching behavior. This can be done by slightly modifying our setup

(Sec. III F) but requires an additional SPCM, a fiber beam splitter
(BS), and a timing analyzer. Diffraction-unlimited super-resolution
imaging, as mentioned in Sec. II B, is another approach but is techni-
cally more demanding. Empirically, we know typical photon counts
we get from a single NV center under given conditions (laser power,
depth, and so on), and if there are multiple, k = 2, 3, . . ., emitters in
a single spot, the photon counts increase roughly k times. In addi-
tion, unless all the NV centers in a spot share the same NV axes
(with a probability of 0.25k−1), multiple resonances due to nonde-
generate mS = 0 ↔ −1 transitions will be observed in the ODMR
spectrum.

Figure 6(b) shows the CW ODMR spectrum on this spot. The
resonance frequencies of the two dips, 2.738 GHz and 3.001 GHz, are
−132 MHz and 131 MHz away from D = 2.870 GHz, correspond-
ing to the mS = 0 ↔ −1 and 0 ↔ 1 transitions, respectively. The
equal separation from D ensures that the magnetic field direction
(of magnet #1) is correctly aligned with the NV axis under the field
strength of 4.7 mT. It is observed that the mS = 0↔ −1 resonance
exhibits a larger contrast and a broader linewidth compared with the
mS = 0↔ 1 counterpart. This is due to the S11 property of antenna
#1 [Fig. 2(b)]; under the same microwave input power, a more
power is absorbed at 2.738 GHz, causing a power broadening of the
line but giving higher contrast.

Figure 6(c) shows Rabi oscillations with square (◽) and cosine-
square (◯) pulses, wherein the microwave frequency is set at the
mS = 0 ↔ −1 resonance of 2.7375 GHz. The vertical axis is given
as P0, the probability of the final state being mS = 0. It should
be noted that when calculating P0, the information of the photon
counts from CW measurements cannot be used. This is because
in the CW mode, the NV spin is continuously repumped, while
in the pulsed mode, the optical pulse and the microwave control
are temporally separated. The photon counts from the mS = 0 state
are straightforward to determine (the photon counts right after the
optical pulse). On the other hand, the photon counts from the
mS = −1 state must be determined independently of the Rabi mea-
surement as there is no guarantee a priori that the applied microwave
pulses can accurately rotate the NV spin. To robustly flip the NV
spin from laser-initialized mS = 0 to mS = −1 states, we use a
chirped microwave pulse known as WURST (wideband, uniform
rate, smooth truncation).81 The amplitude modulation of WURST
is given by

1 − ∣sin(2π
t
Tw
)∣

w

, (17)

where we set Tw = 2 μs and w = 2. The frequency is chirped
linearly from −10 MHz to 10 MHz around the resonance fre-
quency during the pulse. The IQ signals are shown in Fig. 4(c).
By slowly and widely sweeping the microwave frequency across
the resonance, the WURST pulse adiabatically flips the target
spin. Prior to each pulse sequence, we record the reference pho-
ton counts with and without a chirped pulse and use them to
calculate P0.

Figure 6(c) demonstrates clear oscillations for the two pulse
shapes, but their frequencies (Rabi frequencies) are markedly differ-
ent. This difference is not essential and is due to the definition of Tp
(Sec. II E). Under the normalized microwave power, the pulse area of
the square pulse is twice larger than that of the cosine-square pulse,
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accounting for the difference in the Rabi frequencies. More impor-
tantly, it is observed that as Tp increases, the oscillation minima
(rotations by odd multiple of π) gradually deviate from P0 = 0. This
is because the pulse bandwidth becomes narrower for longer Tp,
and the narrowband pulse can no longer excite the whole resonance
line. As the bandwidth of the cosine-square pulse is narrower for the
same Tp, this effect is seen to be more pronounced. On the other
hand, when full rotations (even multiple of π) are realized, the elec-
tronic spin always ends up in the mS = 0 state. The oscillation max-
ima are, thus, not affected by the pulse bandwidth. From Fig. 6(c),
we determine Tp for π/2 (π) with the square (cosine-square) pulse
to be 31.5 ns (122.1 ns). These values will be used in multipulse
experiments.

While fast, broadband microwave pulses are building blocks
for time-domain experiments, we can use a slow, narrowband
microwave pulse to perform pulsed ODMR. In Fig. 6(d), the
length of the π pulse is set at 1292 ns and the microwave fre-
quency is swept across the resonance. The observed three dips
correspond to the 14N nuclear spin being in the mI = −1, 0,
and 1 states in ascending order. The observed linewidths of about
1 MHz are narrower than the pulse bandwidth, and the adjacent
mI = −1 and 0 (0 and 1) resonances are separated by 2.18 MHz
(2.14 MHz), consistent with the known hyperfine parameter of the
14N nuclear spin. These fine structures were masked in the CW
ODMR spectrum of Fig. 6(b), in which the resonance width of the
mS = 0↔ −1 transition is as broad as 20 MHz due to the microwave
power broadening.

Figure 6(e) shows a Ramsey fringe with the microwave fre-
quency set at the mI = 0 resonance. Consecutive X/2 pulses are
equivalent to an X pulse, so the fringe starts at P0 = 0 (mS = −1).
For longer τ, the spin state is completely randomized and the fringe
converges to P0 = 0.5. The curve is fitted by

P0(τ) =
1
2
− e−(τ/T

∗
2 )

p

[α0 + α1 cos(2πα2τ + α3)], (18)

for which we obtain T∗2 = 0.50 μs with the stretched exponent p of
2.01 (i.e., Gaussian decay). α0 (α1) is the portion of the signal aris-
ing from the mI = 0 (±1) state(s), and indeed, the fitted value of
α2 = 2.1 MHz agrees with the 14N hyperfine splitting observed in
pulsed ODMR.

To obtain Fig. 6(e), we also ran a sequence in which the read-
out X/2 is replaced by X̄/2. The sequence with X̄/2 should pro-
duce an inverted echo decay curve, and both the decay curves
should converge to P0 = 0.5. The two data are subtracted and
averaged. This procedure, called phase cycling, serves to ensure
that all the experimental parameters are properly set. Large errors
in the pulse rotation angles, short initialization time, and incor-
rect setting of the readout duration are among typical causes
for the two decay curves to become asymmetric. The phase
cycling is used in all the multipulse experiments presented in this
article.

We go on to perform a Hahn echo experiment [Fig. 6(f)]. It is
observed that the echo signal decays to P0 = 0.5 within 20 μs and
grows back to P0 ≈ 1 in the next 20 μs. This collapse and revival
behavior repeats many times. The first three recurrences are fully
shown, and after that, only the peak positions are acquired (◯). The
recurrence is due to the interaction with the 13C nuclear spin bath in
diamond.82,83 At B0 = 4.7 mT, 13C nuclear spins precess at fc = γcB0

= 50.3 kHz, where γc = 10.705 kHz/mT is the gyromagnetic ratio
of the 13C nuclear spin. It is found that the revival period matches
with twice the 13C precession period (20.9 μs). During the free evo-
lution, the NV electronic spin is in a superposition of the mS = 0 (|0⟩)
and −1 (|1⟩) states, which couple differently to 13C nuclear spins.
The mS = 0 state is nonmagnetic and the 13C nuclear spins precess
at their bare Larmor frequency, whereas the hyperfine interactions
with the mS = −1 state result in nuclear precession frequencies being
slightly different for individual nuclear spins. The refocusing π pulse
exchanges |0⟩ and |1⟩ and different evolutions of the nuclear spins
before and after the π pulse cause the decoherence of the NV elec-
tronic spin. When the nuclear spins make an integer multiple of
the bare Larmor precession during τ, the evolution of the nuclear
spin bath before and after the π pulse cancels exactly, leading to the
echo revivals.

Other effects, such as dipolar interactions among nuclei, make
this cancellation incomplete, and the peak positions decay over
time. We fit this envelope decay with a stretched exponential of the
form

P0(τ) =
1
2
[1 + e−(2τ/T

∗
2 )

p

] (19)

and obtain T2 = 364 μs (p = 1.06), much longer than T∗2 obtained
from the Ramsey fringe. There are additional modulations super-
posed to the decay envelope, with broad dips at around 0.3 ms and
0.5 ms. These features are likely due to the interaction with clusters
of 13C nuclei.83,84

The results presented in this section clearly and sufficiently
demonstrate that our compact setup fully functions as an ODMR
spectrometer for single NV centers. We, thus, move on to demon-
strate the ability of detecting single and ensemble nuclear spins using
a single NV electronic spin as a quantum sensor.

D. Quantum sensing of 13C nuclei in diamond
Using the single NV center found and characterized in Sec.

III C, we carry out quantum sensing of 13C nuclei in diamond. As
mentioned above, uncoupled, bare 13C nuclear spins precess at fc
= 50.3 kHz at B0 = 4.7 mT. On the other hand, when 13C nuclei are
located relatively close to the NV center, the hyperfine interaction
acts as an effective magnetic field added to B0 and their precession
frequencies are spectrally separated from the bath nuclei.

The NMR spectra obtained by XY4-4 are shown as circle points
(◯) in Fig. 7(a). The sequence is repeated as incrementing τ, and
P0 at respective τ are plotted as a function of (2τ)−1. In the spec-
trum by XY4-4, the signals around fc saturate at P0 ≈ 0.5. This is
characteristic of AC signals with random amplitude and random
phase,1 in this case manifesting weakly coupled nuclear spin bath.
On the other hand, we observe a dip at 134.41 kHz (marked A)
that goes below 0.5, indicative of an isolated single nuclear spin,
which is coherently coupled with the NV center. We further exam-
ine the region ≥100 kHz by applying XY16-16 (◽). The spectrum
changes dramatically, and we now observe four dips marked B
(123.76 kHz), C (152.43 kHz), D (250.0 kHz), and E (271.74 kHz),
with additional small dips around 200 kHz. Below, we analyze
these signals in detail and determine the hyperfine parameters of
the 13C nuclear spin responsible for the spectra. Importantly, we
show that the seemingly different spectra obtained by XY4-4 and
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FIG. 7. (a) NMR spectra of 13C nuclei in diamond at B0 = 4.7 mT taken by XY4-4
(◯) and XY16-16 (◽, shifted downward by 0.4). (b) Comparison of experimental
and theoretical NMR spectra. The dotted lines are the spectra of the individual
nuclei (red for A–C, blue for D, and green for E).

XY16-16 in fact originate from the same set of nuclear spins and
are explained consistently. Central to this analysis is correlation
spectroscopy.

We first examine A. Figure 8(a) shows the result of correlation
spectroscopy as a function of tcorr (left) and its fast Fourier trans-
form (FFT) spectrum (right). FFT reveals two peaks, one at f (A)0

= 50 kHz and the other at and f (A)1 = 300 kHz. Similar to the echo
revival, the origin of this two-component oscillation is rooted in the
interaction with 13C nuclei but now with individual nuclear spins.
Again, the nonmagnetic mS = 0 state does not affect the 13C nuclear
spin precession, whereas the mS = −1 state modifies it. We observe
that f (A)0 matches with fc, suggesting that it arises from the coupling
to the mS = 0 state. It follows that the mS = −1 state is responsi-
ble for f (B)1 . Theoretically, f0,1 correspond to the eigenvalues of the
NV–13C-coupled Hamiltonian,

He⊗n/h = He − γcB0Iz + Sz(a⊥Ix + a∥Iz). (20)

Here, Ix ,z are the I = 1
2 spin operators, and a∥ ,� are the compo-

nents of the hyperfine parameters parallel and perpendicular to B0,
respectively. Solving Eq. (20), we find that f0,1 are given as fc and√
( fc + a∥)2 + a2

⊥, respectively.

FIG. 8. (a) Correlation spectroscopy at A by XY4-32 with τ = 3.72 μs = (2 × 134.41

kHz)−1. FFT shows peaks at f (A)
0 = 50 kHz and f (A)

1 = 300 kHz. The solid line
in the left figure is a fit by two sinusoidal oscillations with amplitudes and phases
being the fitting parameters. (b) Same as (a), except that the data were taken at
B by XY16-16 with τ = 4.04 μs = (2 × 123.76 kHz)−1. FFT shows peaks at f (B)

0

= 49 kHz and f (B)
1 = 299 kHz. (c) Same as (a), except that the data were taken

at C by XY16-16 with τ = 3.28 μs = (2 × 152.43 kHz)−1. FFT shows peaks at

f (C)
0 = 50 kHz and f (C)

1 = 300 kHz. (d) P0 at A as incrementing N with τ fixed as

3.72 μs. FFT shows a peak at f (A)
r = 19.80 kHz. The solid line in the left figure

is a fit by a damped cosine oscillation with amplitude and decay constant as the
fitting parameters.

The fact that the information on a∥ ,� is contained only in f1
suggests that an additional measurement is necessary to determine
both. This is realized by measuring P0 by incrementing N (the num-
ber of equally spaced π pulses) in multipulse sequences. For a nuclear
spin coherently coupled with the NV electronic spin, P0 as a function
of N exhibits an oscillation that can be interpreted as a nuclear Rabi
rotation around the a� axis. The result is shown in Fig. 8(d), with the
oscillation frequency f (A)r = 19.80 kHz. From the measured f0,1 and
fr, a∥ ,� are calculated as29,78,85,86

a∥ =
cosϕ0 cosϕ1 − cosϕr

sinϕ0 sinϕ1
f1 − f0, (21)

a⊥ =
√

f 2
1 − ( f0 + a∥)2, (22)

with ϕ0,1 = πf0,1τ and ϕr = π − 2πfrτ. Substituting the values of f (A)0 ,
f (A)1 , f (A)r , and τ into Eqs. (21) and (22), we obtain a∥ = −226.2 kHz
and a� = 242.8 kHz.

AIP Advances 10, 025206 (2020); doi: 10.1063/1.5128716 10, 025206-12

© Author(s) 2020

https://scitation.org/journal/adv


AIP Advances ARTICLE scitation.org/journal/adv

Although we have analyzed A in the XY4-4 spectrum success-
fully, it disappears in the XY16-16 spectrum, and instead, B and
C appear on the lower and higher frequency sides, respectively. It
may be guessed that B and C have the same origin as A. To con-
firm this experimentally, we repeat correlation spectroscopy on B
and C. The results are shown in Figs. 8(b) and 8(c). As expected,
f0,1 of B and C all appear at frequencies identical to those for A.
We conclude that A, B, and C originate from the same single 13C
nuclear spin.

Next, we analyze D and E. Unlike B and C, the XY4-4 spec-
trum does not show a clear dip around 250–270 kHz, providing
no clue whether D and E originate from the same nuclear spin
or have different origins. We perform correlation spectroscopy on
D and E for tcorr longer than 100 μs so that the spectral resolu-
tion better than 10 kHz is achieved. Figures 9(a) and 9(b) show
the results on D and E, respectively. From the Fourier spectra, it is
confirmed that the f1 signals for D and E both appear at 50 kHz,
exactly matching with the nuclear Larmor frequency as in the cases

FIG. 9. (a) Correlation spectroscopy at D by XY16-16 with τ = 2.00 μs

= (2× 250.00 kHz)−1. FFT shows peaks at f (D)
0 = 50 kHz and f (D)

1 = 488 kHz. (b)
Same as (b), except that the data were taken at E with XY16-16 with τ = 1.84 μs

= (2 × 271.74 kHz)−1. FFT shows a peak at f (E)
0 = 50 kHz and f (E)

1
= 469 kHz. (c) The points in △ (gray) are obtained by the N π-pulse sequence
at D with τ fixed as 2.00 μs. The points in ◯ (black) are obtained by the
N π-sequence combined with correlation spectroscopy. For clarity, the signal
amplitude is multiplied by 2 with the baseline set at P0 = 0.5. The FFT is
from the latter data. FFT shows a peak at f (D)

r = 20.3 kHz. (d) Same as (c),
except that the data were taken at E with τ fixed as 1.84 μs. FFT shows no
peak.

of A–C. On the other hand, the f1 signals for D and E appear at
488 kHz and 469 kHz, respectively, a difference larger than the
spectral resolution. We, thus, infer that D and E originate from
different nuclear spins. We further run a sequence as increment-
ing N [△ in Figs. 9(c) and 9(d)]. In both cases, we observe only
feeble oscillations. This does not improve well even using correla-
tion spectroscopy (◯). The FFT spectrum of D shows a weak sig-
nal at 20.3 kHz, but no peak is observed in the FFT spectrum of
E. Relying on the FFT data of D, we obtain a∥ = 357.0 kHz and
a� = 270.2 kHz.

To determine the hyperfine parameters of E, we simulate the
NMR spectra of Fig. 7(a), using the missing experimental input f (E)r
as a fitting parameter. The NMR signals from the individual nuclei
are simulated as29,78,85,86

P0 = 1 −
⎛
⎜⎜
⎝

a∥ sin
ϕ0

2
sin

ϕ1

2
sin

Nϕr

2

f1 cos
ϕr

2

⎞
⎟⎟
⎠

2

, (23)

with

cosϕr = cosϕ0 sinϕ1 −
a∥ + f0
f1

sinϕ0 sinϕ1. (24)

The full spectrum is, then, calculated as

P0 =
1
2

+ e−Nτ/T2∏
i
(P(i)0 −

1
2
), (25)

where P(i)0 is P0 simulated for i = A, D, and E using Eq. (23)
and T2 here is a fitting parameter that accounts for the effect
of decoherence of the sensor spin. We search the value of f (E)r
that reproduces the XY16-16 spectrum in 100–500 kHz. Once all
the hyperfine parameters are determined, we simulate the XY4-4
spectrum in 0–500 kHz to check the consistency. The results
are shown in Fig. 7(b), where the solid lines are the simulated
full spectra [Eq. (25)] and the dotted lines are the contributions
from the respective nuclei [Eq. (23)]. With a∥ = 348.2 kHz and
a� = 248.7 kHz for E, which are very different from those for D,
the spectra of both XY16-16 and XY4-4 are reproduced satisfacto-
rily. Notably, we can identify the origin of the small dips around
200 kHz of the XY16-16 spectrum as tails of B–E. They arise due
to the filter function that the periodic π pulses form.1 On the
other hand, there is a small discrepancy between the simulation
and the experiment at around 420 kHz. Correlation spectroscopy
by XY16-16 with τ = 1.20 μs = (2 × 416.67 kHz)−1 did not show
any signals, however.

From Fig. 7(b), we can make a few instructive observations.
First and foremost, appearances are deceiving.7 Different multi-
pulse sequences can give different spectra, even though they are
applied to the same nuclear environment. In addition, finite-
length pulses can produce more complex structures.87 Therefore,
correlation spectroscopy should be conducted to correctly inter-
pret them. We note that our simulation assumed infinitesimally
short pulses. This worked well in the present case, where the
low frequency (long τ) regime is probed. Second, in XY16-16,
we observe that the spectral overlap between D and E causes
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the signals to become weaker due to Eq. (25). The same mech-
anism is also responsible for the feeble oscillations observed in
Fig. 9(b). Third, the simulation of XY4-4 shows dense signals
below 100 kHz. These are fractional harmonic signals appear-
ing at 1/3 and 1/5 of the original frequencies. They have signif-
icant contributions to the spectrum below 100 kHz, where the
bath nuclei with weak hyperfine parameters also exist. Interest-
ingly, we identify that the signals at 1/3 of frequencies of B and
C are responsible for the sharp change observed at 100 kHz,
a transition from the continuous spectrum to the discrete one
(A). Fourth, the decoherence of the sensor spin causes P0 not to
return to 1.0 even in the absence of the signal. This is more pro-
nounced when τ becomes longer, i.e., at low frequencies and/or
for XY16-16.

Finally, we have also performed a fitting assuming that D and
E share the same hyperfine parameters. Although a large parameter
space was searched, the NMR spectra had never been reproduced as
well as Fig. 7(b). We conclude confidently that the origin of D and E
is different.

E. Proton NMR
Quantum sensing of single nuclear spins, as demonstrated

in Sec. III D, holds great promise for structure analysis at the
single molecular level. Although outside of the scope of this
article, the current setup is fully compatible with protocols to
achieve sub-hertz spectral resolution.19,20,22 In addition, with a
single NV quantum sensor, we can utilize not only the spectral
information but the spatial information to determine a molecu-
lar structure. By localizing the positions of the individual nuclear
spins in a molecule,27–30 the molecular structure emerges itself.
At present, experimental demonstrations are primarily performed
on single 13C nuclear spins in diamond as a testbed. There are
still only a handful of reports on the detection of single or
a few external nuclear spins.10,17 This is, however, not due to
the limitation of protocols but due to the difficulty of having a
single NV center very close to the surface and with high coher-
ence. The continued efforts and advancement have been made on
this subject.44,47,50,88–90 Therefore, the next important task of our
nanoscale magnetometer is to detect a small ensemble of exter-
nal nuclear spins. The simplest approach is to replace the air
objective lens with oil immersion one (Table II of Appendix A)
and detect proton spins in the oil. For this purpose, we use sam-
ple #3, antenna #2, and magnet #2 with B0 set to 23.5 mT.
The corresponding 1H Larmor frequency is fh = γhB0 = 1 MHz,
where γh = 42.577 kHz/mT is the gyromagnetic ratio of the 1H
nuclear spin.

The top surface of sample #3 has a few-micrometer-thick
CVD-grown, undoped 12C layer, in which single NV centers
generated by 14N+ ion implantation exist.80 The triangle points
(△) in Fig. 10(a) are the Hahn echo decay curve. The hori-
zontal axis for the Hahn echo decay is given as 2τ with τ as
defined in Eq. (8). The fit with a stretched exponential decay gives
T2 = 6.2 μs and p = 1.26. The echo revival, as observed in Fig. 6(f),
could appear at every 4.0 μs at this field strength but is absent
here, owing to the use of 12C isotopes. This short T2 is typi-
cal of near surface NV centers, as mentioned above. Nonethe-
less, multipulse sequences can extend the coherence. We apply the

FIG. 10. (a) Hahn echo decay (△) and proton NMR with XY16-64 (◯). (b) The
normalized NMR spectrum.

XY16-64 sequence here. For the proton precession frequency of
1 MHz, we expect the signal at around Nτ = 32 μs [N = 64,
(2τ)−1 = 64/(2 × 32 μs) = 1 MHz] and, indeed, observe a dip
there (◯). To analyze the data, we define a decay envelope given
as a stretched exponential decay as shown by the dashed line (T2
= 16.1 μs and p = 0.97). The observed proton NMR signal C(τ) is
expressed as91

C(τ) ≈ exp[−8(γeBrmsNτ)2sinc2{πNτ(fh −
1

2τ
)}]. (26)

Here, Brms is the root-mean-square amplitude of the AC magnetic
field produced by the nuclear spins, given as

Brms =
μ0

4π
hγh

√
5πρ

96d3
NV

, (27)

with ρ being the nuclear spin density and dNV being the depth
of the NV center from the surface. For the oil we use (Olympus
IMMOIL-F30CC), ρ is known to be 6 × 1028 m−3.92 To derive
Eq. (26), the dephasing time of nuclear spins T∗2n is assumed to
be infinitely long (see Ref. 91 for deviation and the expression for
finite T∗2n). Figure 10(b) shows the normalized signal in the fre-
quency unit after subtracting the decay envelope. The fit (solid line)
gives dNV = 6.26 nm. The depth information is crucial in studying
the properties of shallow NV centers, and here, proton NMR plays
a vital role.

As demonstrated here, the principle of nanoscale NMR spec-
troscopy with a single NV center is quite different from that of
conventional NMR. The detection capability of the latter is gov-
erned by small thermal polarizations of nuclei and the sensitiv-
ity of inductive coils. Various approaches are being pursued to
enhance the nuclear polarizations statically (high magnetic fields
>10 T and low temperatures) and dynamically (hyperpolarization)
and to reduce the analyte volume down to nanoliters.93,94 In con-
trast, the present experiments were performed at low magnetic fields
and room temperatures. In addition, the detection volume of the
sensor is on the order of (dNV)3 ≈ 0.25 zl (zeptoliters). The num-
ber of protons contained in this volume is ρ(dNV)3 ≈ 1500. The
thermal nuclear polarization at room temperature and at low mag-
netic fields is on the order of 10−7, and the number of polarized
nuclear spins in this volume is much less than one. In fact, what we
relied on here is the statistical polarization, which is on the order of
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√
1500 ≈ 39 and exceeds the thermal polarization. From Eq. (27),

we estimate Brms ≈ 560 nT. Still, in both conventional and nanoscale
NMR, the magnetization signals from ensemble nuclei are detected.
To detect single nuclear spins, the coupling of the NV center to
the target nuclear spin must be stronger than that to the ensem-
ble spins, as in the case of 13C nuclei in diamond (Sec. III D).10 To
this end, creation of high-coherence shallow NV centers is crucial, as
mentioned above.

F. PL spectroscopy and photon correlation
In this section, we provide optical characterizations of NV cen-

ters obtained by interchangeably modifying the original setup. As
demonstrated so far, nanoscale magnetometry is fully possible with-
out these measurements. Nonetheless, the performance of the mag-
netometer critically depends on the optical properties of the NV
centers and the ability to characterize them within the same setup
is highly advantageous.

We use a double-grating spectrometer and a liquid-nitrogen-
cooled CCD for spectroscopy. The former is equipped with a
fiber-coupled input port, so in principle all we have to do is
to disconnect the output fiber from the SPCM and connect
it to the input port of the spectrometer. However, this makes
spectroscopy data susceptible to drift as there is no mecha-
nism to track the position of an NV center. We utilize a fiber
beam splitter (BS) to conduct both spectroscopy and tracking,
as schematically shown in Fig. 11(a). Although the spectrometer
and the tracking system (Sec. II E) are not synchronized, spec-
troscopy data are not affected by tracking, owing to short times
required for it.

Figure 12(a) shows spectroscopy on the single NV center iden-
tical to the one we characterized in Sec. III C. The weak zero-
phonon line at around 640 nm and the broad phonon sideband
extending up to 800 nm are observed. In this range of wave-
lengths, the emission from neutral vacancies (V0) can appear around
741 nm (called the GR1 line).95 The structure between 600 nm
and 621 nm is the second-order Raman spectrum of diamond.

FIG. 11. Diagrams of the detection configurations modified for (a) PL spec-
troscopy and (b) photon correlation measurements. See Table VII of Appendix A
for the model numbers. BS: beam splitter. TCSPCM: time correlated single photon
counting module.

FIG. 12. (a) PL spectrum of a single NV center (625–800 nm) and the second-order
Raman spectrum of diamond (600–625 nm). The intensity of the latter is multiplied
by 0.4. (b) g(2) (τd) of a single NV center with PL = 1.0 mW and 3.4 mW. The solid
lines are the fits given by Eq. (28).

Considering the excitation wavelength of 532 nm, the correspond-
ing Raman shift ranges from 2130 cm−1 to 2690 cm−1, consis-
tent with the literature values.96 While the Raman photons do
not spectrally overlap with the PL photons and can be filtered
out by use of a longpass filter at 650 nm (which is removed
in this measurement, see Sec. II B), they do overlap with the
phonon sideband of the neutral NV centers. This can be avoided
by using a green laser operating at a shorter wavelength. For
instance, with excitation at 514.5 nm, the Raman spectrum can
be brought to appear in the range shorter than 600 nm (though
of course the selection of optical components must be modified
accordingly).

The photon correlation measurement is also possible with
a fiber-based setup. Now, connecting one end of the fiber BS
to another SPCM instead of the spectrometer and also using
a time correlated single photon counting module (TCSPCM)
[Fig. 11(b)], we can measure the second-order correlation func-
tion g(2) (τd). Again, it is required to keep tracking an NV
center and a switch is added to realize this. The measure-
ment mode is also switched by software so that the pho-
ton correlation data are not affected by tracking. g(2) (τd) of
the same single NV center is shown in Fig. 12(b). Here, the
delay time τd is defined as the temporal difference between
the time at which one SPCM records a photon arrival and
the time at which the other does. The difference in the elec-
trical lengths is calibrated by exchanging the roles of the
two SPCMs. For the two laser powers (PL) used, g(2) (0)
goes very close to zero, 0.040 (0.064) for PL = 1.0 mW
(3.4 mW), demonstrating photon antibunching, a hallmark for a
quantum emitter that emits one photon at a time. The data are
fitted by97–99

g(2)(τd) = 1 − ζηe−γ1τd + ζ(η − 1)e−γ2τd . (28)

Here, ζ accounts for the effect of incoherent background photons,
g(2) (0) = 1 − ζ. γ1 is related to the excitation and emission rates
between the 3A2 and 3E states under off-resonant laser excitation.
The transition to and from the nonradiative 1A1–1E states gives
γ2 > 0 and η > 1 (the absence of the intersystem crossing would
give γ2 = 0 and η = 1). When PL, and thus the excitation rate from
3A2 to 3E, is increased, the excitation–decay cycle becomes unbal-
anced, causing photon bunching g(2) (τd) > 1 as observed in the
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PL = 3.4 mW case. From the fits, we obtain η = 1.18 (1.53),
γ1 = 0.094 ns−1 (0.108 ns−1), and γ2 = 0.012 ns−1 (0.010 ns−1)
for PL = 1.0 mW (3.4 mW). η, γ1,2 provide the information
on the photophysics of the NV center involving multiple energy
levels.97–99 The understanding of the photophysics of the NV
center is a key ingredient to achieve better collection efficiency
and spin-initialization efficiency,61 which then has a far-reaching
consequence not only for quantum sensing but also for quan-
tum network59,60,100 and fluorescent biomarkers101–103 utilizing NV
centers.

IV. CONCLUSION
To conclude, we have designed, constructed, and operated a

compact tabletop-sized system for quantum sensing with a single
NV center. Despite its compactness, our setup realizes the state-
of-the-art quantum sensing protocols that enable the detection of
single nuclear spins and the characterization of their interaction
parameters. The data also show that our setup possesses the tem-
poral stability enough to keep tracking the same NV center for
long time to conduct detailed nuclear spin sensing experiments
with it. We have also provided a wealth of practical and hands-
on information so that nonspecialists can reproduce the setup,
conduct experiments, and analyze the data.
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APPENDIX A: LISTS OF ITEMS
Tables II–VII provide full lists of optical and electronic com-

ponents of the reported nanoscale magnetometer. An impor-
tant caveat is that although carefully chosen, the listed items
are by no means the only options and there may be a set
of items which perform equally well or better than the listed
ones.

For stable operation of the system, it is recommended that the
system is fixed on an optical table or a breadboard and is housed
in an optical enclosure to block external light. We note that our
design is metric and the optical table/breadboard on which the sys-
tem is to be fixed should have M6 taps on 25 mm centers. The
use of imperial parts will require a modification of the design to fit
one’s own optical table/breadboard.

Some items which we assume are readily available in optics
laboratories, for instance, laser safety glasses, an optical power
meter, and electrical and communication cables [BNC, SMA, GPIB,
local area network (LAN) etc.], are omitted.

TABLE II. Optical components shown in Fig. 1. Note that the collimator (#3) is selected based on the pupil diameter of the objective lens (#7). The current lineup of TC18APC-type
collimators from Thorlabs do not cover 532 nm, but the alignment wavelength can be customized upon request. When a different objective lens is used, a different collimator
may be considered.

No. Item Model no. Manufacturer

1 532-nm fiber laser J030GS-1G-12-23-12 SOC (Showa Optronics)
2 Fiber AOM S-M-200-0.4C2C-3-F2P and 97-03307-26 (driver) Gooch & Housego
3 Collimator TC18APC-CUSTOM (customized at 532 nm) Thorlabs
4 ND filter NDM2/M Thorlabs
5 Dichroic filter FF552-Di02-25x36 Semrock
6 Piezo positioner MIPOS100PL-SG and 30V300CLE (controller) piezosystem jena
7.1 Objective lens LMPLFLN100xBD (air) Olympus
7.2 Objective lens PLAPON60XO and IMMOIL-F30CC (oil) Olympus
8 Linear stage FS-1020PXY (for two axes) and FC-511 (controller) Sigma Tech
9 Mirror BB1-E02 Thorlabs
10.1 Mirror BB1-E02 Thorlabs
10.2 Longpass filter FELH0650 Thorlabs
11 CCD Basler ace Basler
12.1 Notch filter NF533-17 Thorlabs
12.2 Longpass filter FELH0600 Thorlabs
12.3 Shortpass filter FESH0800 Thorlabs
13 Objective lens M-10X Newport
14 SPCM SPCM-AQRH-16-FC Excelitas Technologies
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TABLE III. Optical components for the optical cage system. The numbers in the location column refer to those in Fig. 1 and Table II. Several items (with identical model no.)
appear multiple times as they are used in different locations. In each entry, the quantity is 1 unless otherwise noted in the model no. column.

Location Item Model no. Manufacturer

3 Adapter AD15F Thorlabs
Cage plate CP02T/M Thorlabs
Optical post TR30/M-JP Thorlabs
Pedestal post holder PH20E/M Thorlabs
Clamping fork CF125C/M Thorlabs

Between 3 and 4 Cage assembly rod ER1.5-P4 Thorlabs

Between 4 and 5 Cage assembly rod ER05-P4 Thorlabs

5 Cage cube with dichroic filter mount CM1-DCH/M Thorlabs
Blank plate CP01/M Thorlabs

Between 5 and 6 Adaptor SM1A34 Thorlabs

Between 6 and 7 Adaptor for 7.1 M32SM1S and SM1A28 Thorlabs
Adaptor for 7.2 32RMSS Thorlabs

8 Vertical translation stage MVS010/M Thorlabs
Dual threaded adapter AE4M6M (×4) Thorlabs

Between 5 and 9 Cage assembly rod ER1-P4 Thorlabs

9 Right-angle kinematic mirror mount KCB1C/M Thorlabs

10 Pivoting optic mount CP360R/M Thorlabs
Cage cube C6W Thorlabs
Cage assembly rod ER4-P4 Thorlabs
Cage cube platform B3C/M Thorlabs
Optical post TR75/M-JP Thorlabs
Pedestal post holder PH75E/M Thorlabs
Clamping fork CF125C/M Thorlabs

11 Adaptor SM1A39 Thorlabs
Achromatic lens AC254-100-A Thorlabs
Cage plate CP02T/M Thorlabs
Cage plate CP02/M Thorlabs
Optical post TR75/M-JP Thorlabs
Pedestal post holder PH75E/M Thorlabs
Clamping fork CF125C/M Thorlabs

12 Cage plate CP02/M Thorlabs

13 Adaptor SM1A3 Thorlabs
XY translator ST1XY-A/M Thorlabs
Optical post TR75/M-JP Thorlabs
Pedestal post holder PH75E/M Thorlabs
Clamping fork CF125C/M Thorlabs

Between 13 and 14 Cage assembly rod ER2-P4 Thorlabs
Z axis translation mount SM1Z Thorlabs
FC/PC fiber adapter plate SM1FC Thorlabs
Single-mode fiber P1-630A-FC-1 Thorlabs
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TABLE IV. Breadboard on which the optical cage system is mounted. One corner
(75 × 75 mm2 in area) must be cut out to secure the space for the objective lens.

Item Model no. Manufacturer

Breadboard MB2020/M Thorlabs
Post P200/M (×3) Thorlabs
Mounting post base PB1 (×3) Thorlabs

TABLE V. B0 control. See Table I for the dimensions of the respective magnets. In
our setup, the rotary stage was later replaced by a motorized stage X-RSW60A-E03
(Zaber Technologies), in order to automate the field tuning procedure. On the other
hand, full manual control of the magnet position is also possible by using a microm-
eter instead of the actuator (#16). Note that the actuator we currently use interferes
with the two of the posts (P200/M listed in Table IV). The use of a smaller actuator
or micrometer allows us to address all the NV axes. As suggested in Sec. II D, a
goniometer may be added to fine-tune the tilt of the magnet.

No. Item Model no. Manufacturer

15.1 Magnet #1 NdFeB N40 Neomag
15.2 Magnet #2 NdFeB N40 Neomag
16 Actuator CONEX-TRA25CC Newport
17 Rotary stage RP01/M Thorlabs

TABLE VI. Electronics and microwave components shown in Fig. 3.

No. Item Model no. Manufacturer

18 AWG AWG7102 Tektronix
19 DAQ USB-6343 National Instruments
20 VSG MG3700A Anritsu
21 Amplifier ZHL-16W-43+ Mini-Circuits
22 Circulator FX00-0329-00 Orient Microwave
23 Switch ZYSWA-2-50DR Mini-Circuits

TABLE VII. Additional instruments used in the measurements in Sec. III F. See Fig. 11
for the diagrams.

Item Model no. Manufacturer

Fiber BS TW670R5F1 Thorlabs
Spectrometer SpectraPro SP2558 Princeton Instruments
CCD PyLon 100B eXcelon Princeton Instruments
SPCM SPCM-AQRH-16-FC Excelitas Technologies
Switch ZYSWA-2-50DR Mini-Circuits
TCSPCM PicoHarp 300 PicoQuant

APPENDIX B: DRAWINGS
Figures 13 and 14 show drawings of the sample stage and the

magnet holder/stage pictured in Fig. 1(c). Their computer aided
design (CAD) files, as well as those for antennas #1 and #2, are
available upon request.

FIG. 13. Drawings of the sample stage and the plate. The latter was used to adjust
the height, placed between the sample stage and the linear stage. They are fixed
by three M4 × 24 mm screws and one M4 × 20 mm screw. A microwave antenna
is fixed by four M3 × 5 mm screws.

FIG. 14. Drawings of the parts for magnet holder/stage and the assembly. The
linear guide is commercially available from SURUGA Production Platform (model
no.: SSEB6-70). Magnet holders A and B are fastened with three M2 × 15 mm
screws; the magnet holder and the linear guide with two M2 × 32 mm screws; the
linear guide and the magnet stage with five M2 × 10 mm screws; the magnet stage
and the actuator holders with eight M3 × 15 mm screws.
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